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Configuring BIRT iHub discusses how to set up BIRT iHub and an Encyclopedia
volume. The chapters in this guide are:

About Configuring BIRT iHub. This chapter provides an overview of this guide.

Chapter 1. Performing basic configuration tasks. This chapter discusses how to
perform basic tasks such as logging in.

Chapter 2. Configuring an Encyclopedia volume. This chapter covers how to add,
remove, and back up an Encyclopedia volume.

Chapter 3. Using diagnostic, usage, and error logging. This chapter describes how
to configure and consolidate logs.

Chapter 4. Configuring e-mail notification. This chapter describes how to
configure e-mail notification about the completion of iHub jobs.

Chapter 5. Working with services. This chapter discusses iHub architecture and
services.

Chapter 6. Configuring the View service. This chapter discusses how to test and
improve performance iHub viewing.

Chapter 7. Configuring the Factory service. This chapter describes how to tune
the Factory service and control Factory processes using resource groups.

Chapter 8. Using resource groups. This chapter describes how to control Factory
services using resource groups.

Chapter 9. Clustering. This chapter describes how to create and manage a
cluster, add and delete a node, and modify server templates.

Chapter 10. Configuring Integration and Caching services. This chapter describes
how to optimize performance of information object-based reporting using
Actuate Caching service.

About Configuring BIRT iHub ix



m  Chapter 11. Configuring iHub security. This chapter covers the Report Server
Security Extension.

m  Chapter 12. Archiving files. This chapter describes online archiving and job
completion notice purging.

m  Chapter 13. Printing documents. This chapter describes setting up printing from
iHub and customizing fonts.

m  Chapter 14. Connecting to data sources. This chapter describes how to connect
iHub to data sources, such as Oracle and DB2.

m  Chapter 15. Setting miscellaneous properties. This chapter describes how to set
iHub properties such as locales, ports, and process communication settings.

X Configuring BIRT iHub



Performing basic
configuration tasks

This chapter contains the following topics:
m  Understanding Configuration Console
m Using Simple view

m Using Advanced view
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Understanding Configuration Console

Configuration Console provides the administrator with a convenient graphical
user interface (GUI) for configuring the iHub system. Configuration Console
provides two configuration perspectives:

= Simple view
Displays immediately after logging in to Configuration Console. In Simple
view, the administrator can configure the basic functionality required to get
iHub running quickly, such as starting or stopping iHub, updating a license,
and specifying diagnostic logging, network, and e-mail notification settings.
m  Advanced view

Accessed from Simple view. In Advanced view, the administrator has access to
all iHub settings available in Configuration Console, such as options for
system, server, template, volume, partition, resource group, and printer
settings. The administrator can perform any task supported in Simple view in
Advanced view. Some settings, such as advanced template settings, may not
be available through the console. These settings require manually updating
XML configuration files to fine-tune iHub.

Launching Configuration Console
The administrator accesses Configuration Console using a browser.

How to launch Configuration Console

1 In Windows, launch Configuration Console from the Start menu by choosing
the following options:

Start->Programs->Actuate->~BIRT iHub Configuration Console

Or, in a browser, launch Configuration Console on any platform by typing the
following URL:

http://localhost:8900/acadmin/config

2 Log in to Configuration Console using the password specified during
installation.

3 Accept the default language and time zone, or choose another language and
time zone. Figure 1-1 shows the login page for Configuration Console.

4 Choose Log In.

2 Configuring BIRT iHub
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Figure 1-1 Logging in to Configuration Console

Troubleshooting problems launching the console

To launch Configuration Console, the Actuate BIRT iHub service must be
running. By default, the service starts each time the machine reboots.

If the service does not start automatically, use Services in Control Panel to start
the service on Windows. Alternatively, you can stop and restart the service on any
platform using commands on the command line.

How to start and stop the iHub service on Windows

1 Open Command Prompt from the Start menu as follows:
Start>Accessories>Command Prompt

2 In Command Prompt, type the following command to stop the service:
net stop "Actuate BIRT iHub 2"

3 To start the service, type:
net start "Actuate BIRT iHub 2"

How to start and stop the iHub service on Linux

To start the iHub service each time the machine reboots, log in as root, and type:

./AcServer/bin/update_rclocal.sh

If you want to start the iHub service manually, perform the following tasks:

1 Navigate to the AC_SERVER_HOME/bin directory. For example, type:

cd /home/actuate/AcServer/bin
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2 To run the script to start the iHub service, type:
./start_srvr.sh

The term AC_SERVER_HOME refers to the iHub installation directory. By
default, iHub installs in the following directories:

Windows: C:\Program Files (x86)\ Actuate\iHub2

Linux: <installation directory>/AcServer

Using Simple view

In Simple view, the administrator specifies options for the following property
categories:

m License information
Display or update a license.

m iHub System
Start or stop iHub System.

m Diagnostic logging
Configure diagnostic logging levels, directory location, file size, and number
of log files.

= Account settings
Change and confirm a new administrator password.

m  Network settings

Specify hostname or IP address, and Management Console, Information
Console, and Web Service API (IDAPI) port numbers.

m  E-mail notification settings

Specify SMTP server name, hostname or IP address, listen port, SMTP
greeting, and sender name and e-mail address.

Displaying and updating the license

In Simple view, the administrator checks license options and updates the iHub
license by choosing Show license and Update License, as shown in Figure 1-2. In
Advanced view, the administrator checks license options by choosing
System~>Properties>License, then chooses Update License to update the iHub
license.
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Show license Update license

Actuate iHub Systerm version: 2

Yersion information

License information Show license | Update license | [k

Figure 1-2 Viewing and updating the license file

To display the options covered by the license, choose Show License. Figure 1-3
shows the option list for an evaluation license.

The license far this systern is a wark unitlicense.
The CPU core limitis unlimited

Licensed for: Evaluation

Listed below are the Work Units licensed.

s BIRT Online (&)

= BIRT Factory {1}

» BIRT 360 (8)

= BIRT Data Analyzer {8

= BIRT Studio {83

Listed below are the oplions currently licensed:

s Multi-Tenant Option {Unlimited users)

BIRT Option {Unlimited users)

BIRT Interactive Viewer Option (Unlimited users)
BIRT Studio Option {Unlimited users)

BIRT Page Level Security Option {Unlimited users)
BIRT 360 Option (Unlimited users)

BIRT Data Analyzer Option {Unlimited users)
e.Report Data Connector Option {Unlimited users)

Figure 1-3 Viewing iHub license options
iHub supports the following license options:
m  Multi-Tenant option

= BIRT option

m BIRT Interactive Viewer option

m BIRT Studio option

m BIRT Page Level Security option

= BIRT 360 option

m  BIRT Data Analyzer option

m eReport Data Connector option
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For more information on license options, see Installing BIRT iHub for Windows or
Installing BIRT iHub for Linux.

How to update an iHub System license
1 In License information, choose Update license.

2 License file appears, as shown in Figure 1-4.

& 10 x|

Specify a new license file below and click on QK to update license.

License File: I Erowse. . |

ﬂl Cancel |

Figure 1-4 Selecting a new license file

3 Choose Browse and select a new license file.

Choose OK. A message says that the license updated successfully. Close
License file.

4 Restart iHub.
1 In a stand-alone system, choose Stop system.
2 Choose Start system.

The update takes effect when iHub restarts.

Stopping and starting iHub System

The administrator can stop and start iHub in both simple or advanced views. In
Simple view, the list of user interface symbols, shown in Figure 1-5, indicate
which fields require restarting a stand-alone iHub or, in a cluster, the entire iHub
system. The asterisk symbol, *, indicates a required field that cannot be left blank.
The exclamation point, !, indicates a field that takes a default value when left
blank.

Requires restarting a single iHub
Requires a system-wide restart

*TAese/elds are required and cannot be left hlank
B/ These fields require server restart to take effect

& Z These fields require systern restart to take effect
(I These fields will take defaultvalue if left blank

L«

Copyright: ©1995-201 3 Actuate Corporation

Figure 1-5 Interpreting iHub restart indicators
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How to perform a system-wide restart

Simple view indicates the status of the iHub system in Version information, as
shown in Figure 1-6.

1 To stop a running iHub system, choose Stop system, as shown in Figure 1-6. In
Version information, the status changes from online to offline, as shown in
Figure 1-7.

\ersion information

Actuate iHub System version: 2

License information Shaow license || Update license | e
System "corp” is currently online Stop system |
Figure 1-6 Performing a system-wide shutdown

2 To restart iHub, choose Start system, as shown in Figure 1-7.

Start system

Log out  Help

Systemn . Status

Systemn is currently pZline.

Start system

Figure 1-7 Performing a system-wide startup

Configuring diagnostic logging

iHub creates a log file when an internal process starts or other event occurs, such
as an error or warning. The administrator can configure the level of diagnostic
information that iHub writes to a log file when an error, warning, or other event
occurs. The administrator can use this information to monitor system
performance and troubleshoot problems.

Understanding diagnostic logging

The administrator configures diagnostic logging by specifying settings for the
following properties:

m Level

Specifies how much information iHub writes to a log, as shown in Figure 1-8.
Select one of the following options to control the amount of information
written to the diagnostic logs:
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m  Severe
Writes error messages only, as shown in Listing 1-1.

= Warning
Writes warning and error messages only.

m Informational
Writes warning and error messages including warning and error code
descriptions.

= Fine

Writes warning and error messages with descriptions and limited
diagnostic information.

= Finest

Writes the most detailed warning, error, descriptive, diagnostic, and
tracing information possible, as shown in Listing 1-2.

Level of detail

Diaghostic logging

Level: |Warning j
Directary: lm o

Size {10000 et
Mumber of log files: |3 |

Update logging |

Figure 1-8 Viewing the default level of detail for diagnostic logging

Listing 1-1 contains an excerpt from a log that describes a problem caused by
an application blocking port 25, the SMTP port. Setting the diagnostic logging
level to Severe results in only minimal information about the problem.

Listing 1-1 Excerpt from a log containing only severe error messages

**x*%*0000008000*acmail.cpp*03438*09000*2012FEB26*10:18:56

AcMailDefaultTransport: cannot open socket to
exchangesvr.abcbank.com:25

Error:10053

****0000008000*acmail.cpp*03438*09000*2012FEB26*10:18:59

AcMailDefaultTransport: cannot open socket to
exchangesvr.abcbank.com:25

Error:10053

Listing 1-2 contains an excerpt from a log that describes the same problem.
Setting the diagnostic logging level to Finest results in the maximum possible
information.
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Listing 1-2 Excerpt from a log containing the finest level of information

**x*%*0000008000*acmail .cpp*03943*06000*2012FEB26*10:37:49
Message assigned to server iHub mail server
****0000008000*acmail .cpp*03438*09000*2012FEB26*10:37:49
AcMailDefaultTransport: cannot open socket to
exchangesvr.abcbank.com: 25

Error:10053
***%*0000008000*mailexcept.cpp*00322*08000*2012FEB26*10:37:49
AcSMTPMailImpl: :TryServer

SMTP server name: iHub mail server

Error code: 13018

Error description: SMTP: Could not connect to the SMTP Server

on the specified port.

Parameter: exchangesvr.abcbank.com:25
****0000008000*mailloadbal .cpp*00073*06000*2012FEB26*10:37:49
Moved to next server.

Current Server Index: 0

Current Backup Server Index: 0

***%*0000008000*mailloadbal .cpp*00386*06000*2012FEB26*10:37:49
Current Index: 0

Current Backup Index: 0
Using backup servers: false

Server "iHub mail server": quota=0, state=Retryable
****0000008000*mailloadbal.cpp*00095*06000*2012FEB26*10:37:49
Using backup servers.

Setting diagnostic logging to higher information levels can impact system
performance and is recommended only for troubleshooting problems.

Directory

Specifies the log directory location. By default, iHub writes logs to the
following directory, as shown in Figure 1-8:

AC _DATA HOME/server/log

The administrator can configure iHub to write the logs to another directory in
AC_DATA_HOME or other location on the network, provided permissions do
not restrict access.

A log file name contains embedded information about the process event. For
example, the view server created the following log file, indicating the process
name, server, date, and time:

viewsrvll.exe.3736.urup.2012 MARO8 09 35 02 Pacific Standard
Time.1l.log

Size
Specifies the maximum log file size in kilobytes (KB). When the log file size
reaches the limit, iHub starts writing to a new log file. To retain enough
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historical information to investigate a problem, particularly when using a
verbose log level, such as Finest, increase the limit.

m  Number of log files

Specifies the maximum number of log files that iHub creates since the system
last started. The administrator can use this property to manage log space
usage in an environment with limited disk space.

When a log file reaches the limit specified by Size, iHub creates another log
file, until reaching the maximum number of log files specified in Number of
log files. iHub then deletes the earliest log file and creates a new one. To
conserve disk space usage in the log file directory, specify a lower limit.

Stopping BIRT iHub service breaks the log generation cycle. When BIRT iHub
service restarts, a new cycle begins. iHub creates the specified number of log
files, but does not overwrite any pre-existing files.

How to configure diagnostic logging
1 In Diagnostic logging, perform the following tasks:

1 InLevel, accept the default level, Warning, or choose another level for all
processes that write to the log files. For example, choose Finest, as shown in
Figure 1-9.

Finest detail level selected

Diagnostic logging

Level: Finest |
Severe

Directory: Warning
Infa

Size: Fine kB!

Murmhber of log files 2 1

‘ Update logging I

Figure 1-9 Selecting the finest detail level of detail for a log

2 In Directory, accept the default directory, AC_DATA_HOME/server/log,
or specify a different directory for iHub to write log files. Ensure that the
user account running iHub has permission to write to this location.

3 In Size, accept the default size limit for log files, 10000 KB, or specify a
different limit.

4 In Number of log files, accept the default, 3, or specify the maximum
number of log files allowed in the log directory.

5 Choose Update logging, as shown in Figure 1-10.
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Update logging

Diagnostic logging

Level: |Finest j
Directary: lm ake)

Size: J10dan KB
Mumber of log files: |3 1

‘ Update logging I

Figure 1-10 Default diagnostic logging properties
2 If you change Directory, restart iHub.

Configuring a diagnostic logging category

A configuration change in the default Simple view applies to all categories of
logging. In the default Simple view, Category does not appear in Diagnostic
logging.

Advanced view—Server Configuration Templates—Settings supports changing
diagnostic logging for specific types of logs. If the administrator configures one

logging type differently from the others in Advanced view, Category appears in
Simple view, as shown in Figure 1-11.

Category list

Diagnostic logging

Category: General j
Level:

Directary:

Size:

Mumber of log files: |3 1

| Update logging I

Figure 1-11 Viewing a list of categories in Simple view
The Category list includes the following log types:

m  General

m Factory

m Integration
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s Caching
m  Viewing

Table 1-1 describes these categories, provides examples, and lists the log file
names.

Table 1-1 Diagnostic logging categories and log files

Category Logged events Log file

General Logs Encyclopedia volume events: encycsrvrll
m Validating login requests
m Creating Encyclopedia volume folders
m  Adding files
m Managing e-mail notification
Records other events that occur outside Factory,

Integration, Caching, and Viewing service
processes

Factory Logs Factory service events: facsrvrll
m  Running designs
m  Generating queries
m Printing documents

Integration Logs Integration service events regarding intsrvrll
information objects that use data from multiple
data sources

Caching Logs Caching service events regarding cachesrvrll
information object cache

Viewing Logs Caching service events: viewsrvll
m Viewing documents in DHTML format

m Converting documents to formats, such as
Excel and PDF

m Handling requests to download files from an
Encyclopedia volume

How to configure diagnostic logging by category

1 In Diagnostic logging, in Category, choose a log category to configure. For
example, choose General.

2 In Level, Directory, Size, and Number of log files, accept the default values or
specify new values.

Choose Update logging.
If you change Directory, restart iHub.
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Configuration Console writes setting changes to the acserverconfig.xml file in
AC_DATA_HOME/ config/iHub?2. Table 1-2 lists the property names that appear
in Configuration Console with the corresponding parameter names in
acserverconfig.xml, including default settings, ranges, and when the property
change takes effect.

Table 1-2 Diagnostic logging parameters

Property name Parameter name  Default Range  Takes effect
Log level LogLevel 8000 0-9000 Immediate
Log size LogSize 10000 KB Immediate
Number of log files ~ NumLogs 3 Immediate

For more information about diagnostic logging, see Chapter 3, “Using diagnostic,
usage, and error logging.”

Changing the Configuration Console password

During installation, the installer specifies the Configuration Console password. In
Simple view, the administrator can change this password in Account settings. In
Advanced view, the administrator chooses System~>Properties to the system
password.

How to change the password for configuring iHub
1 In Account settings, type the old and new passwords.
2 In Confirm system password, type the new password again.

3 Choose Change password, as shown in Figure 1-12.

Account settings

0Old system password: |u...u.

Mew system password |-"---u

Confirm system password: |uuuu

Change password |

Figure 1-12 Changing the administrator password for Configuration Console
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Configuring network settings

iHub communicates with Management Console, Information Console, and web
service APIs through network ports. In Network settings, the administrator can
change the following items:

m iHub hostname or IP address

m  Management Console and Information Console port

m  Web service API IDAPI) port

Any change to a network setting requires restarting iHub.

If you change the port numbers assigned by the installation program, test that
these ports work with these console and web service applications. By default, the
Microsoft Vista firewall blocks port 8900. Ensure this port is unblocked.

How to change network settings

1 In Network settings, in Server hostname or IP address, type the new iHub host
name or IP address, as shown in Figure 1-13.

Hetwork settings

Server hostname or IP address: IUI’UD L)

Managemant Console and Information Consale port: |EQDD Bk

Weh service AP {IDAPI) port number: |111DD @

Update network settings |

Figure 1-13 Network settings

2 In Management Console and Information Console port, type the port number
used by the application container to listen for requests from the consoles.

3 In Web service API (IDAPI) port, type the port number used by the Actuate
Information Delivery API.

Choose Update network settings.
Restart iHub.

Configuring e-mail notification settings

iHub can notify users by e-mail that a job completed or failed. The e-mail includes
a link to the document in HTML format. iHub can attach the document in other
formats to the e-mail. A template, which the administrator can modify, specifies
the message content, as shown in Figure 1-14.
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PDF attachment

From: iHub Administrator [iHubAdmin@abc.coA] Sent: Fri 2/12/2010 1:18 PM
To:
Cc
Subject: Actuate iHub Motification
| Message | T office-info.PDF (L07 KE)
. . £
Actuate iHub - Report Execution complete -
For iPortal:
Report: http://localhost:89%e@/iportal/viewer/viewframeset.jsp?name=/ Link
iServeradmin/office-info.ROIZ3B16&serverURL=http://urup:8888&volume=urup& Ink to
repositoryType=enterprise — = HTML
If the URL above does not work, copy the entire link and paste it into the
address bar of your web browser, then press Enter or Return.
Completed at: Friday, February 12, 2818 1:17:46 PM Pacific Standard Time Modifiable
MNote: If the job submitter reqguested that you receive the report as an message
attachment to this email, but the report is not attached, then you might not
have the privileges required to view the entire report. Please contact your
system administrator. _
-

Figure 1-14 Viewing an example of an SMTP e-mail notice

The e-mail message template, acnotification.xml, is located in
AC_SERVER_HOME \etc.

How to configure e-mail notification settings

To use a Simple Mail Transfer Protocol (SMTP) e-mail server for iHub e-mail
notification, configure the properties in Server e-mail notification settings.

1

In SMTP Server name, type an arbitrary name for the new mail server that
appears in the list of SMTP servers in Configuration Console. For example,

type:
iHub mail server

In Hostname or IP Address, type the IP address or the fully qualified domain
name of the mail server. For example, type:

exchangesvr.abcbank.com

In Listen port, accept the default port number, that iHub uses for e-mail
notification, or specify the number of a free port. In Figure 1-15, the default
listen port number is 25.

In SMTP greeting, accept the default, which is no entry. iHub sends HELO and
appends the blank suffix to the greeting during protocol exchanges with the
mail server. Alternatively, specify a suffix to the greeting. iHub sends HELO
<suffix>.
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5 In Sender e-mail address, specify the e-mail address that appears in the From
line of the e-mail notification. iHub also sends an alert to this address when
the mail server cannot deliver an e-mail notification to a user. For example,

type:
iHubAdmin@abc.com

6 In Sender name, specify the name that appears in the From line of the e-mail
notification. For example, type:

iHub Administrator

Figure 1-15 shows Server e-mail notification settings.

Server e-mail notification settings

SMTP Server name |iHub mail server @
Hostname or IP Address |exchang95vrabcbank.com *
Listen port |25

SMTP greeting f

Sender e-mail address ||HuhAdm|n@ahc com *
Sender name |iHub Administrator |

Update e-mail settings

Figure 1-15 Server e-mail notification settings
7 Choose Update e-mail settings.
8 Restart iHub.

For more information about e-mail notification, including additional advanced
settings, see Chapter 4, “Configuring e-mail notification.”

Configuring the URL for e-mail notification

The administrator can configure iHub to send an e-mail to an Information
Console user about a completed job. When a user receives a default e-mail notice
about a completed job, the e-mail message contains a link to the generated
document.

How to configure the URL for e-mail notification

1 In URL for e-mail notification, in Information Console URL prefix, specify the
machine name, port, and context root of Information Console, as shown in
Figure 1-16. This property is also configurable in Email notification on
Advanced view in Volume—Properties.
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Information Console URL prefix can also be used to specify a hyperlink,
such as a drill-through hyperlink, containing the appropriate Information
Console context string in a PDF document. For more information on
customizing e-mail notifications and Information Console URL prefix, see
Chapter 4, “Configuring e-mail notification,” later in this book.

LURL for e-mail notification:

Information Console URL prefi: httpiiisales:3900/iportal

Update Information Console URL prefix

Figure 1-16 Adding a URL prefix to e-mail notices

In this example, the machine name is sales, the port is 8900, and the context
root of Information Console is iportal.

2 Choose Update Information Console URL prefix.

A document opens in Information Console when a user clicks the link. When the
user clicks a link in a completion notice, browser security settings can sometimes
prevent the display of the page. To avoid this problem, set browser security to
medium low. For example, in Internet Explorer, choose Tools>Internet
Options>Security>Trusted Sites>Medium Low.

Using Advanced view

From Simple view, choose Advanced view, as shown in Figure 1-17.

Advanced view

Laog Out

Yersion information

Actuate iHub Systerm version: 2

License information Show license Update license | Bk

Systermn "corp” is currently online Stop system |

Figure 1-17 Choosing Advanced view from Simple view

To go back to Simple view, choose Simple view, as shown in Figure 1-18.
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Simple view

Log Out

System . Status

System "corp” is currently anline

System version 2

Server
g%' Configuration JSP serverversion: Server
= Templates
(Ei Volumes Stnpl Properties |
Legend

[}
eé"} Partitions
e ¥ Changes pending require system restart to take effect

1&1'“ Resource
£ ¥ Groups

Figure 1-18 Configuring iHub in Advanced view
In addition to Simple view, Advanced view also contains the following items:

s Log Out
Logs out of Configuration Console.

=  Options
Provides options for configuring the Configuration Console display.

= Help

Provides access to iHub system documentation in a browsable format. For
more information about installing, accessing, and navigating documentation
in Help, see Installing BIRT iHub for Windows or Installing BIRT iHub for Linux.

Figure 1-18 shows Advanced view with System selected. The left menu provides
access to user interfaces that allow the administrator to view and change the
settings for the following iHub system property categories:

m System

System name, usage and error logging, notification, regional settings, license,
and other advanced properties.

m Server

Server, application container, Process Management Daemon (PMD), SOAP,
and enabled service settings.

m  Server Configuration Templates

Factory, Message Distribution, Viewing, Integration, Caching services. Other
advanced options, such as NetOSI File Types, filetype driver information,
diagnostic logging, process management, and other settings.

= Volumes
Metadata database, schema, and volume property settings.
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m Partitions
Partition name, path, status, and other settings.

m  Resource Groups

Name, description, status, report type, volume, work unit type, start
arguments, priority settings and template assignments for resource groups
associated with information object and BIRT jobs.

m Printers
Name, path, spool command, and other template settings.

For more information about configuring iHub system properties, see the related
chapters later in this book. The remaining sections in this chapter describe the
options for configuring Configuration Console display settings.

Setting Configuration Console options

The administrator can change the way Configuration Console displays the
following settings:

m Regional settings, such as locale and time zone

m The number and order of columns that appear in server, template, volume,
partition, or printer lists

m About, providing version information on installed iHub system software

To view or change display options, choose Options in Advanced view, as shown

Options \

in Figure 1-19.

Log Qut

System : Status

System "corp” is currently online

System version 2
Configuration JEF serverversion: Server
Templates
Yolumes Stop | Propeties |
Legend

Partitions

¥ Changes pending reguire system restart to take effect
Resource

Groups

Printers

Figure 1-19 Setting options
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Choose an option to modify. Figure 1-20 shows the General option selected.

General option

Ciptians

General

Regional settings for this browseriwaorkstation
Locale: IEninSh (United States)

RIFEN

Time zone: |Amer|caILns_Angelea

Figure 1-20 Selecting the General option

In Options—General, change the regional settings to correspond to the current
locale and time zone, if different from the settings specified during installation.

Changing server, template, volume, or partition
options

In Options—Servers, Server Templates, Volumes, Partitions, or Printers, change
the number and order of the columns that appear in server, template, volume,
partition, or printer lists by performing the following tasks:

m  Use the left and right arrows to move column names between Available
columns and Selected columns.

m  Use the up and down arrows to change the order in which the information

appears.
Figure 1-21 shows the list of available and selected columns in Options—
Volumes.
Ciptions
VYolumes
Awvailable columns: Selected columns:
Metadata Datahase Metadata Database
Gchema Schema
Type Type
Volume Wolume
Status Status
Description Description

[ o
==

Figure 1-21 Modifying columns in Options—Volumes

20 Configuring BIRT iHub



In Selected columns, the order in which the columns appear vertically determines
the horizontal order in the displayed list. You cannot hide or change the order of
highlighted columns in Selected columns. For example, you cannot hide or
change the order for the Metadata Database, Schema, or Type columns in
Options—Volumes.

How to change the list of servers, volumes, or partitions

1 In Advanced view of Configuration Console, choose Options.
Options—General appears.

2 Choose Servers, Server Templates, Volumes, Partitions, or Printers.
The available and selected columns for the list appears.

3 Change the column display options:

®  To add columns to the list, select the columns in Available columns. Choose
the right arrow to move the selected columns to Selected columns.

= To remove columns from the list, select the columns in Selected columns,
and choose the left arrow.

m To change the order in which the columns appear in the list, select a
column in Selected columns, and choose the up or down arrow to
reposition the column in the list, as shown in Figure 1-21.

Choose OK.

In the left menu of Advanced view, when you choose Servers, Server
Configuration Templates, Volumes, Partitions. Resource Groups, or Printers, a
related list appears. Figure 1-22 shows an example of the Volumes list.

In Figure 1-22, the list displays the Metadata database, Schema, Volume, Status,
and Description columns for each volume, such as corp. The changes made in
Options—Volume alter the number and order of columns that appear in this list
and similar lists accessed from the left menu of Advanced view.

Yolumes
Ev Actupon selected items
T r
v Default ActuatePostnre50L MeladataDatahase =7 ac com wolurme I~ Srcom. ONLINE

Srac com system Systerm
Legend

¥ Changes pending require volume restart to take effect

Figure 1-22 Viewing the volumes list
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About the servers list

Table 1-3 describes the columns available in Options—Servers that display in the
servers list.

Table 1-3 Columns available for display in the node list

Column name Description

Name Name of the server, typically the machine name.
Template Name of the template that defines the configuration

properties for the server.

Status Current status of the machine. Status can be master,
online, offline, or stopping. Status also lists the
following services configured for iHub on the
specified machine:

m M for Message Distribution service

m F for Factory service

m V for View service

m C for Caching service

m [ for Integration service
Description Description field from the iHub definition.
Operating system and Server machine’s operating system and version.
version
Actuate version iHub release number.
Current requests Current number of active requests.

A flag appears when you must restart iHub to apply updates to the configuration.

About the server templates list

Table 1-4 describes the columns available in Options—Server Templates that
display in the server configuration templates list.

Table 1-4 Columns available for display in the server templates list
Column name Description
Template Name of the template that defines the configuration

properties for the server

Server Name of the server, typically the machine name
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About the volumes list

Table 1-5 describes the columns available in Options—Volumes that display in
the Encyclopedia volume list.

Table 1-5 Columns in the Encyclopedia volumes list

Column name Description

Metadata Database Names of the metadata databases in this iHub
system.

Schema Names of the schemas. One database can contain
one or more schemas.

Type Type of schema, either Volume or System.

Volume Names of the volumes. One schema can contain one

or more volumes.

Status Current status of the volume. The status of the
volume is online or offline.

Description Description field from the volume definition.

About the partitions list

Table 1-6 describes the columns available in Options—Partitions that display in
the partitions list.

Table 1-6 Columns in the partitions list
Column name Description
Name Name of partition.
Status Current status of the partition. The status of the

partition is active or inactive.

Volume Names of the volumes associated with the partition
if assigned.

About the printers list

Name is the only available column in Options—Printers. Name is the name of the
printer.

Viewing release information

In Options—About, you can view version information about the iHub system
software installation, as shown in Figure 1-23.
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Server
éﬁi Configuration

Templates

L—]
| Volumes
'EJ

= -
(E==) Partitions
—_—

3l Resource
&

Groups

% Printers

Ciptions

Actuate Management Console version: 2

Actuate iHub System name: corp

Actuate iHub Systern version: 2

Licensed for: Production

Current language: English

Currenttime zone: AmericalLos_Angeles
Copyright: ©1995-2013 Actuate Corporation

About

%I Cancel

Figure 1-23
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Configuring an
Encyclopedia volume

This chapter contains the following topics:
m Understanding an Encyclopedia volume
m Configuring a partition

m  Working with databases, schemas, and volumes
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Understanding an Encyclopedia volume

An Encyclopedia volume consists of files such as BIRT designs, documents, and
information objects. iHub creates a default Encyclopedia volume during
installation. The installation process names the default Encyclopedia volume the
same as the machine name, as shown in Figure 2-1.

Systern . Properties
‘|=' Servers

Server
2!% Configuration

System name IEDI’D @

Templates System password: |-"---u

(E' Volumes Systemn passward canfirm: Iocoooloo

System Heartbheat:

[T}
& Partitions
N Heartbeat send period: |30 sec @

lgb gre:l?'l:;ce Heartheat failure period: |EID sec 1@

G Printers System default volume
Wolume: |corp j e

System schema

System schema: |ac_corp_system

*These fields are required and cannot be left hlank

& These fialds reguire system restart to take effect
(I These fields will take defaultvalue if left hlank

%l Cancell Apply

Figure 2-1 Viewing general system properties

The default Encyclopedia volume directory is AC_DATA_HOME/encyc. By
default, AC_DATA_HOME on a Windows system is Actuate\iHub\data. On a
Linux system, AC_DATA_HOME is AcServer/data.

In an out-of-the-box (OOTB) installation, iHub stores Encyclopedia volume
metadata, such as information about users, roles, groups, and job schedules, in
the PostgreSQL database installed with iHub. The PostgreSQL database resides in
AC_DATA_HOME/encyc. iHub stores configuration metadata in the database
separately from data such as designs, documents, information objects, and other
iHub data objects, which are stored in the file system. Files containing data have
the .dat file-name extension in the file system, regardless of their Actuate file
type. By default, the .dat files reside in AC_DATA_HOME/encyc/file.
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Configuring a partition

An iHub partition is a physical disk location used to store Encyclopedia volume
data files. Every Encyclopedia volume must have an iHub partition.

An Encyclopedia volume supports using multiple iHub partitions. You can
expedite input and output processing by using multiple partitions that operate
across separate physical disks. iHub transparently manages the allocation of files
among partitions. Encyclopedia volumes cannot share a partition.

The default Encyclopedia volume resides in the primary partition,
DefaultPartition. The default path of the primary partition is AC_DATA_HOME
/encyc. Figure 2-2 shows the path of the primary partition on Windows.

Partitions = DefaultPartition : Server Settings
Template Name Partition Path
urup |$AC_DATA_HOME$Iencyc Change | Testl *
Server
é_%' Configuration
Templates *These fields are required and cannot be left blank
-
(gl Volumes
@ Partitions
1!1' w Resource
£ ¥ Groups
G Printers
Figure 2-2 Default Partition path

The administrator can change the location of the primary partition, but cannot
remove it. If no other partitions exist, the primary partition stores all designs,
documents, and other data files.

Adding a partition
Add a partition before attempting to add a new Encyclopedia volume to iHub.

How to add a partition to iHub

1 Make a directory for the partition on the physical drive of the machine or
storage device that iHub can access. For example, make a directory called
encyc2 in AC_DATA_HOME.

From Advanced view of Configuration Console, choose Partitions.
In Partitions, choose Add partition.

In Partition name, specify a name. For example, name the partition, Partition2.
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In Partition Path, specify the fully qualified path to the partition directory, as
shown in Figure 2-3. Choose OK.

Partitions = Add Partition

IE

Partition name: |F‘anitiun2 &

Template Name Partition Path

urup |C:LActu ateliHubidatalencyc2 *

*These fields are required and cannot be left blank

kd
%I Cancel

Figure 2-3 Adding a partition

5 In Partitions, choose the new partition, Partition2, from the list of partitions, as
shown in Figure 2-4.

Parttions

Add Partition |

CiefaultParition Active  corp
Partition2

Figure 2-4 Choosing the new partition

6 In Server Settings, choose Test, as shown in Figure 2-5.

Partitions = Partition? : Server Settings
Template Name Partition Path =

urup |C:LActuateIiHubldata‘tencycz Change... | Testl*

*These fields are required and cannot be left blank

=

%I Cancell Apply

Figure 2-5 Testing the new partition

If the test succeeds, the message in Figure 2-6 appears. If the test fails, check
that the directory named in the partition path exists.

B The testis successful,

Figure 2-6 Choosing OK after successful partition path test
Choose OK.
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Viewing partitions

After the administrator assigns a partition to an Encyclopedia volume, Partitions
displays one of the following status conditions and the name of the Encyclopedia
volume.

= Active
An Encyclopedia volume is using the partition.

m Phaseout
An Encyclopedia volume is moving data out of the partition.

s Unused
The partition is assigned to an Encyclopedia volume, but it is not using the
partition.

From Advanced view of Configuration Console, choose Partitions to view the
partitions that are available, as shown in Figure 2-7.

Partitions
Add Parition |
DefaultPadition Active  corp
Fartition2 Active  Wolume2
Figure 2-7 Displaying the list of partitions

Working with databases, schemas, and volumes

iHub stores information related to users, roles, groups, files and folders, or
metadata, in a third-party relational database management system (RDBMS). By
default, iHub uses the PostgreSQL RDBMS for this purpose. iHub also supports
the use of an Oracle, DB2, and SQLServer database.

A database can contain one or more schemas. An Encyclopedia volume schema
can relate to one or more volumes. When installing BIRT iHub with either the
OOTB PostgreSQL or a third-party database, the install program creates two
schemas, one for Encyclopedia metadata, and one for the system metadata. In
Advanced view of Configuration Console, on Volumes, the metadata database
appears in the first column, the schemas the database contains appear in the
second column, and the volume the Encyclopedia volume schema relates to
appears in the third column, as shown in Figure 2-8.
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Yolumes

Eid Actupan selected items
+ r
Sv Default ActuatePostareSQL MetadataDatabase =¥ ac corp Volume [ E»corm OMLINE

‘é% i Svac corp systern Systam
=l Templates Legend

¥ Changes pending require volume restartto take efiect
@ Volumes

= -
& Partitions

a—

gl Resource
LT

Groups

= Printers

Figure 2-8 Viewing Volumes on Advanced view of Configuration Console

Configuring a metadata database

On Volumes, an administrator can create, configure, or delete a metadata
database used to contain Encyclopedia volume schema.
How to add a metadata database

1 Log in to Configuration Console and choose Advanced view. From the side
menu, choose Volumes.

2 Point to the icon next to the Metadata Database heading and choose Add new
metadata database, as shown in Figure 2-9.

Yolurmes
Eid Actupon selected items |
+ I
=v| Add new metadata MetadataDatabase =7 ac cor volume I~/ Svcam ONLINE
datahase -
Evac corp system Bystem
Legend

¥ Changes pending require volurme restar to take effect

Figure 2-9 Choosing to add a new metadata database
3 On New Metadata Database, as shown in Figure 2-10, perform the following
tasks:

1 In Metadata database name, type a name for the metadata database.
2 In Database type, select the type of database to create.

3 In Database server, type the host name of the machine containing the
database, such as localhost.
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4
5
6
7

In Database name, type a name for the database.
In Connection login, type the database user name.
In Connection password, type the database user name password.

In Database port, specify a port number, or accept the default value.

Choose OK.

Yolumes = Mew Metadata Database

Metadata Database

Metadata database name | *
Database type: |PustgreSQL =~
Datahasze servar: | *
Database name: [ =
Connection login: | -
Connection password: | +*

Database port: [543z

*These fields are required and cannot be left hlank

EI%I Cancel Apply

Figure 2-10 Adding a new metadata database

How to edit metadata database properties

1 On Volumes, point to the icon next to a database and choose Properties.

2 On Metadata Database, the settings are the same as when you add a new
metadata database, except that when editing database properties, Metadata
Database includes the option to confirm the connection password if you
change it. Choose Advanced.

On Advanced, choose MetadataDatabaseProperties.

On MetadataDatabaseProperties, as shown in Figure 2-11, you can specify the
following additional database properties:

Type of database
Database tablespace name
Database tablespace path
Super user name

Super user password
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& =(Olx]

“Wolumes = Default_ActuatePostgreSaL_MetadataDatabase : Properties = MetadataDatabaseProperties

MetadataDatabaseProperties

Type of datahase: |ActuatePustgreSQL *
Database tahlespace name: | *
Database tahlespace path: | *
Super user name | *
Super user password: | *

*These fields are required and cannot be left blank

(k| _cancel [+

Figure 2-11 Setting additional metadata database properties

On Advanced, choose Database Connection Pool Manager Settings.

On Database Connection Pool Manager Settings, as shown in Figure 2-12, you
can specify the following database connection properties:

Initial size of the connection pool

Minimum number of open connections in the connection pool
Maximum number of open connections in the connection pool
Maximum number of open connections in the internal connection pool
Maximum number of open connections in the system connection pool
Maximum number of open connections in the cluster connection pool

Maximum idle time for a connection before removing it from the
connection pool

Max connection wait time in seconds
Max query execution time in seconds (use zero value to indicate no limit)

PreparedStatement cache size per connection (use zero value to indicate no
caching)

To acquire a new JDBC connection for each database query, type a value of 0 in
Minimum number of open connections in the connection pool and in Maximum
number of open connections in the connection pool.
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Z _____ M
Volumes = Defauli_ActuatePostore3QL_MetadataDatabase : Properties = Database Connection Pool Manager Settings |~
D C ion Pool
Initial size of the connection pool 1 &2
Minimum number of open connections in the connection pool |1 1=
Maximurm number of open connections in the connection poal: |1 1] (VA s
Maximurm hurnber of open connections in the intemal connection pool: |5 [
Maximum nurnber of open connections in the system connection poal: |2 [ )
Maximum numhber of open connections in the cluster connection pool: |5 1=
Maximurm idle time for a connection befare removing it from the connection poal |300 Seconds | ]
Max connection wait time in seconds: |3|JIJ [
Max guery execution time in seconds { use zera value to indicate no limit) |ED !
PreparedStaterment cache size per connection { use zero value to indicate no caching J: |1 on 1=
B These fields require server restart to take efiect
(I These fields will take default value if left blank
%I Cancel LI

Figure 2-12 Configuring database connection pool manager settings

Configuring a schema

Additionally, the administrator can add, configure, or remove a schema used to
contain Encyclopedia volume metadata.

How to add a schema

1 Login to Configuration Console and choose Advanced view. From the side
menu, choose Volumes.

2 On Volumes, point to the icon next to a metadata database and choose either
Add system schema, or Add volume schema. Figure 2-13 shows Add volume
schema. The procedure for adding either schema type is the same. The default
metadata database is Default ActuatePostgreSQL MetadataDatabase.

Yolumes
=~ Act upon selected items
+ I

=r Default ActuatePostoreSQL MetadataDatabase =7 ac com Yolume T Srcom OMLINE
il Svac comp systermn System

pudvolmelscherng & restart 1o take efiect

Figure 2-13 Choosing to add a schema
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3 On New Volume Schema, as shown in Figure 2-14, perform the following
tasks:

1 In Schema name, type a name for the new schema. The name must be less
than 30 characters.

In Schema owner name, type the schema owner name.
Type and confirm a password for the schema owner.

4 In Database superuser, type the database superuser name. For the
PostgreSQL RDBMS that installs with iHub by default, the PostgreSQL
superuser name is postgres.

5 In Database superuser password, type the password that the installer
specified for the database superuser during the iHub installation.

Choose OK.

Yolurnes = Mew Volume Schema

Schema

Metadata Database: Default_ActuatePostgreSQAL_MetadataDatabase
Schema type: “olume

Schema name: | *

Datahase schema name:

Database schema password: | +
Database schema password confirm |

Flease entet the datahase superuser credentials to make changes to the database scherna far the encyclopedial volume.

Database superuser: | +*

Database superuser password I @

*These fields are required and cannot be |eft blank

OKl Cancel Apply

Figure 2-14 Adding a new schema

How to edit schema properties

1 On Volumes, point to the icon next to a schema and choose Properties, as
shown in Figure 2-15.
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Yolumes

Ev Actupon selected items

+ r

Legend

¥ Changes pending require volume restart to take efiect

Sr Default ActuatePostoreS0L MetadataDatabase S*ac com volurne ™ Sreorp OMUINE
=v[ Properties ]

Figure 2-15 Choosing to edit schema properties

2 In Schema, you can change the schema owner name and password, as shown

in Figure 2-16.

Yolumes = Schema: ac_corp

Schema

Metadata Database: Default_ActuatePostgreSQL_MetadataDatabase
Schema type: volume

Schema name: ac_corp

Database schema name: |acfcurp

Database schema password: |u...u.u..

Database schema password canfirm Iccooonooocoo

*These fields are required and cannot be left hlank

EI %I Cancel

Apply

Figure 2-16 Editing schema properties
3 To test the connection, choose Test.
Choose OK.

Configuring an Encyclopedia volume

The administrator can also add, configure, or remove a volume contained in a

schema within a metadata database.

Adding an Encyclopedia volume

Unless a partition, unassigned to an Encyclopedia volume, already exists, you

must first create a new partition to assign to the Encyclopedia volume. Next, add

the Encyclopedia volume to iHub by performing the following tasks.

How to add an Encyclopedia volume

1 Log in to Configuration Console and choose Advanced view. In Advanced

view, choose Volumes.
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2 On Volumes, point to the icon next to a schema and choose Add Volume, as
shown in Figure 2-17.

Yolumes
E~ Act upon selected items
+ r

=r Default ActuatePostureS0L MetadataDatabase =™ ac com volume I~ Svcomp OMLINE

Legend Add Yaolume

¥ Changes pending require volume restart to take effect

Figure 2-17 Choosing to add a volume

3 On New Volume—General, perform the following steps:

1 Type a name for the new volume. For example, type Volume2, as shown in
Figure 2-18.

Yolurnes = Mew Volume

General

P
Wolume name |Vc|\um92 =
Description: |
Schedule for purging notices | HH:mm B2
Schedule for purging deleted files: | HH:mm 5

Partition
Primary partition: IPartitionQ le@g Min Free Space; I wme E
Volume archive service provider
Use archive service:

%I Cancell Apply

Figure 2-18 Specifying general properties

2 In Primary partition, accept the default or select another unassigned
partition. For example, accept Partition2.

4 Choose Partitions, and start the partition for the new Encyclopedia volume by
performing the following steps:

1 In Available partitions, select a partition, then move it to Selected by
choosing the right arrow.

2 In Selected partitions, select the partition. Choose Start, as shown in
Figure 2-19.
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Yolurnes = Mew Volume

Partitions

Assign partitions
Available partitions:
Partition2

Selected partitions:

Partition2

i+ Start € Stop

Low Free Space: |

B !

Min Free Space: |

MB !

(I These fields will take default value if left blank

%I Cance\l Anply

Figure 2-19
Choose OK.

Starting the patrtition

5 In Volumes, point to the arrow next to the new volume name, and choose Take

online, as shown in Figure 2-20.

Volumes
Ev Actupon selected items
¥ I

S Default ActuatePostgreSaL MetadataDatabase Svac corp Yoluma
=

Svac com systermn System
Legend

¥ Changes pending require volurme restan to take effect

volume2 ¥ OFFLINE

Take online

Figure 2-20 Taking a new volume online

6 In Volumes, check that the status of the new volume changes to ONLINE, as

shown in Figure 2-21.
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Yolumes
S Actupon selected items
¥ I

=~ Default ActuatePostoreS0L MetadataDatabase =7 ac com volume 7 =7 volurne2  ONLINE
[ =¥ com OMLINE

=7 ac corp system System

Legend
¥ Changes pending require volurme restart o take effect

Figure 2-21 Confirming that the volume is online

If the volume does not go online, check for insufficient free disk space for the
partition and consider configuring the free space threshold.

Editing Encyclopedia volume properties

On Volumes, an administrator can edit Encyclopedia volume properties in
Volumes—Properties—General.

How to edit Encyclopedia volume properties

1 On Volumes, point to the icon next to a volume name and choose Properties,
as shown in Figure 2-22.

Yolumes

T Actupon selected items

* r

Er Default ActuatePostoreSGL MetadataDatabase =7 ac comp valurne 7 Svyolume?  OMLINE
I = com ONLINE

Svac com svstern System [ Propeties ]

Take offline

Legend
¥ Changes pending reguire volume restart 1o take effect

Figure 2-22 Choosing Encyclopedia volume properties

2 On Properties, the available properties are the same as when you add a new
volume, with the exception that you can set advanced properties, as shown in
Figure 2-23.
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Yolumes = corp . Properties

Properties settings

Ftintable Summary |

Advanced

G

B Archiving And Purging
B! Encyc Diagnostics
B General

B Motification

B Performance

9 Security Extension

9 Agynchronous Reparts

=
%I Cancell Apply

Figure 2-23

Viewing advanced volume properties

Table 2-1 lists some of the properties that appear on Volumes—Properties—

General.

Table 2-1

New Encyclopedia volume general properties

Property

Description

Volume name
Description

Schedule for purging
notices

Schedule for purging
deleted files

Primary partition

Min Free Space for the
primary partition

Use archive service

Name of the Encyclopedia volume.
Optional description of the Encyclopedia volume.

Time or times at which iHub deletes job completion
notices. The value format is a semicolon-separated list
of times, in ascending order. Use a 24-hour format. For
example:

03:15;16:15

Time or times at which iHub removes deleted files
from the system. The value format is a
semicolon-separated list of times, in ascending order.
Use a 24-hour format. For example:

03:15;16:15

Name of the primary partition for the Encyclopedia
volume.

Minimum amount of free disk space that the primary
partition requires. If the free space falls below the
specified minimum, iHub does not create the file.

Specify the command-line string iHub runs to start
the SOAP-based Inline Archive Driver application.

(continues)
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Table 2-1 New Encyclopedia volume general properties (continued)

Property Description

Information Console ~ URL prefix, for example http:/ /sales:8900/iportal, to

URL prefix add to the hypertext link in an e-mail notification sent
to Information Console users. Use also to specify a
hyperlink, such as a drill-through hyperlink,
containing the Information Console context string in a
generated PDF document.

For more information on customizing e-mail
notifications, see Chapter 4, “Configuring e-mail
notification,” later in this book. For more information
on configuring Information Console URL prefix to
specify the context root for a hyperlink in a PDF
document, see “Specifying a hyperlink in a PDF
document,” later in this chapter.

The following examples describe how to configure various general volume
properties.

Scheduling purging of job completion notices

The administrator can disable purging of job completion notices, but this action
can cause too many notices to build up. The best practice is to configure iHub to
purge job completion notices during times of light use and at least one hour
before or after autoarchiving.

Use 24-hour clock time points, separated by a semicolon. For example, the default
value: 2:15 runs a purge task at 2:15 A.M. every day. A blank disables the job and
notice purging.

Scheduling purging of deleted files

The physical file for an Encyclopedia volume file appearing in Management
Console resides in the Encyclopedia volume file folder as a .dat file. For a file a
user deletes from a volume in Management Console, iHub purges the
corresponding .dat file from the volume file folder at the time or times the
Schedule for purging deleted files property specifies. Specify multiple purge
times using 24-hour clock time points, separated by a semicolon.

Configuring an Encyclopedia volume partition

View and modify the partitions assigned to an Encyclopedia volume in
Volumes—Properties—Partitions.
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Assigning a partition to an Encyclopedia volume partition

To associate a partition with a volume, assign the partition to the volume, as
shown in Figure 2-24.

Volumes = Wolume2 © Properties

Partitions

Assign partitions
Availahle partitions: Selected paritions:
Partition2 [Primary] - Partition2  Active
PostareSQL_backup_patdition
] - p_p —’l
€ Start € Stop
Low Free Space: | MB !
hin Free Space: | MB |

() These fields will take default value if [eft blank

ﬂl Cance\l Apply

Figure 2-24 Assigning a partition to an Encyclopedia volume

How to assign a partition to an Encyclopedia volume

1

In Volumes—Properties—Partitions, use the left and right arrows to move
iHub partition names between Available partitions and Selected partitions.

Available partitions lists the partitions that are available for use by an
Encyclopedia volume. Selected partitions lists the partitions iHub uses to store
Encyclopedia volume files.

Use the up and down arrows to change the order of the partitions in Selected
partitions.

Primary indicates which of the selected partitions is the primary partition.
Active indicates which of the selected partitions are actively in use.

Select a partition in Selected partitions and choose Start or Stop to change the
status of a partition.

Choosing Start activates an inactive partition. You must activate a partition
before using it for an Encyclopedia volume. Choosing Stop changes the status
of a partition to Phasing out or Not in use. When a partition is stopped, you
cannot use it.

Select a partition in Selected partitions and specify free disk space properties.
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Configuring free space on an Encyclopedia volume partition

To prevent possible Encyclopedia volume corruption and operational problems
with the machine due to lack of free disk space, iHub shuts down the volume
when the disk space available to the partition for the volume falls below a
minimum, 128MB by default. The administrator can change the minimum by
configuring Min Free Space. Increase Min Free space if iHub, or any other
application making use of the same physical disk, consumes disk space at a rapid
rate, or if fragmentation occurs.

In Volume—Properties—General, the administrator can configure the minimum
free disk space for a partition by typing a new value in Min Free Space for the
primary partition. For example, increase the value to 256, as shown in Figure 2-25.

Minimum free space

Yolumes = corp: Properties

General

Description: |
Schedule for purging notices: |2.15 HH:rm B
Schedule far purging deleted files: |2:15 HH:mm E 5

Partition B
Primary partition: DefaultPartition Min Free Space: |128 me &

Yolume archive service provider

Use archive service

Ad

%I Cancel | Apply
Figure 2-25 Increasing the minimum free space for a partition
Table 2-2 lists these additional properties that appear on Volumes—Properties—
Partitions.
Table 2-2 Volume partition properties
Property Value
Low Free Space Amount of free space, in megabytes (MB), below

which iHub displays a warning message. If a user
tries to create a file in a partition with less than the
specified low amount of free disk space, file creation
succeeds, and a warning message is displayed. The
default value is 512 MB.
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Table 2-2 Volume partition properties

Property Value

Min Free Space Minimum amount, in megabytes (MB), of free space
that the Encyclopedia volume partition must
maintain. If a user tries to create a file that would
put the partition under its minimum free space
limit, iHub does not create the file. The default value
is 128 MB.

Moving an Encyclopedia volume to another partition

Volumes—Properties—General lists the primary partition for the volume.
Volumes—Properties—Partitions, shown in Figure 2-26, lists all the partitions
available to the Encyclopedia volume for storing volume files.

The volume uses the primary partition for volume administrative information
and to store volume files. To move an Encyclopedia volume to another partition,
the administrator must copy the Encyclopedia volume files to the new partition,
and then update the old partition path to the new location.

Yolumes = Yolume? © Properties

Partitions

Assign partitions
Available partitions: Selected partitions:
Fartition2 [Frimany] - Padition2  Active
PostgreSQL_backup_pattition |
|
 Start © Stop
Low Free Space: | MB !
Min Free Space: | MB !

(I These fields will take default value if left blank

%I Cance\l Anply

Figure 2-26 Moving an Encyclopedia volume
How to move an Encyclopedia volume

1 Set up one or more partitions.

2 Put the volume offline.

3 For each partition, specify the partition location on Partitions—Template
Settings.
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4 Copy the Encyclopedia volume files from the location specified by the old
partition path to the location specified by the new partition path. In a cluster,
all machines must be able to access the path specified by the partition.

5 Take the volume online.

Supporting application-level partitioning

In a cluster, you can use Encyclopedia volumes to support application-level
partitioning by configuring different applications to use different Encyclopedia
volumes. In some cases, such as when an application service provider hosts
services, a separate physical structure is part of the logical design. For example,
business needs can require the separation of billing information from sales
information. To use multiple Encyclopedia volumes without changing the logical
design of the application, an application designer can use links in the application
folder structure to redirect users to the appropriate Encyclopedia volume.

To make two Encyclopedia volumes work as a single unit, you need a single
source of user information, such as user names, passwords, and role membership.
The application designer can externalize Encyclopedia volume user information
using the Actuate Open Security feature and centralize the user information in an
external security source. For example, iHub can store the Encyclopedia volume
user information in an LDAP server. Multiple Encyclopedia volumes can use the
information from the LDAP server.

Specifying a hyperlink in a PDF document

The context string in which a job runs is not available in the background job that
generates a PDF document. To specify a hyperlink, such as a drill-through
hyperlink, containing the appropriate Information Console context string in a
PDF document, the administrator must specify the Information Console URL
prefix by performing one of the following tasks:

m In Configuration Console, update the setting for Information Console URL
prefix in Volumes>Properties.

m In acserverconfig.xml, manually edit the setting for IPortalURLPrefix.
How to update the setting for Information Console URL prefix

1 Open Configuration Console. Choose Advanced view.

2 In Advanced view, navigate to Volumes->Properties.

3 In Information Console URL prefix, type the context string, as shown in
Figure 2-27. For example, type:

http://urup:8900/iportal
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4 Choose OK.

Configuration Console updates the setting for the system variable,
IPortalURLPrefix, in acserverconfig.xml in AC_DATA_HOME\ config\iHub2.

Yolumes = corp: Properties
General
Description |
Schedule for purging notices: |215 HH:mm &
Schedule far purging deleted files: |215 HH:mm B =
Partition
Primary partition: DefaultPartition Win Free Space: |128 e Bl
Volume archive service provider
Use archive service:
Metadata database and schema
hletadata datahase name: Default_ActuatePostgreSQL_MetadataDatahase
Database schema name: urup
Email notification
E-mail notification template partition: 'l =k}
Use Infarmation Console for e-mail notifications
Infarmation Console URL prefix |http:J‘Iurup:BQDDIiporta\

Figure 2-27 Specifying Information Console URL prefix
How to manually edit the setting for IPortalURLPrefix
1 In Windows Explorer, navigate to AC_DATA_HOME\config\iHub2.
2 Open acserverconfig.xml in a text editor.

3 Inacserverconfig.xml, edit the <Volume> setting, IPortalURLprefix, to contain
the appropriate Information Console context string, as shown in Listing 2-1.
For example, type:

IPortalURLPrefix="http://urup:8900/iportal™"
4 Save the file.

Listing 2-1 shows an example of an edited setting for IPortalURLprefix in
acserverconfig.xml.
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Listing 2-1 Creating a .bat file to point iHub to portserv.exe

<Volumes>
<Volume
Name="urup"
EmailURLType="IPortal"
RSSESOAPPort="8900"

PrimaryServer="$$ServerNamess"

IPortalURLPrefix="http://urup:8900/iportal"

It is not necessary to restart iHub after changing the setting for IPortalURLPrefix.
In AC_SERVER_HOME/ etc, acmetadescription.xml specifies that any change to
IPortalURLPrefix takes effect immediately, as shown in the following code

excerpt:

<Variable
Name="IPortalURLPrefix"
Type="String"
Access="Public"
Required="False"

DisplayName="IPortal URL Prefix"

TakesEffect="Immediate"/>

Configuring events

In Volumes—Properties—Events, you set values used with event schedules,
enable custom event schedules, and specify the web service that a custom event
uses. Figure 2-28 shows Volumes—Properties—Events.

Volurmes = corp: Properties

min |

min |

Events
Polling
Folling interval: |5
Palling duration: Ja00
Lag time: |BD

min !

¥ Enable custom events

Custorn event weh service configuration

IP addresss: Jiacalhost
Soap part: |BQDD
Context string: |J‘aceventfservletfﬂxisServlet

B These fields require valume restart to take effect
() These fields will take defaultvalue if left hlank

%l Cancell Apply

Figure 2-28 Specifying event-based job configuration values
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When you deploy a BIRT design to an Encyclopedia volume, you must provide
iHub with access to Java classes that the design uses. You package these classes as
JAR files that a BIRT iHub Java factory process accesses. There are two ways to
deploy Java classes:

= Deploy the JAR files to the Encyclopedia volume.

Supports creating specific implementations for each volume in iHub. This
method of deployment requires packaging the Java classes as a JAR file and
attaching the JAR file as a resource to the design file. You treat a JAR file as a
resource in the same way as a library or image. Using this method, you
publish the JAR file to iHub every time you make a change in the Java classes.

m Deploy the JAR files to the following iHub subdirectory:
AC_SERVER_HOME\resources

This method uses the same implementation for all volumes in BIRT iHub. You
do not have to add the JAR file to the design Resource property. Deploying
JAR files to an iHub /resources folder has the following disadvantages:

m  You must restart iHub after deploying the JAR file.

m The JAR file is shared across all volumes. This can cause conflicts if you
need to have different implementations for different volumes.

Table 2-3 describes the properties that appear on Volumes—Properties—Events.

Table 2-3 Event-based job configuration properties
Property Value
Polling interval The frequency in minutes that iHub checks for a

system event.

Polling duration The duration in minutes that iHub checks for an event.
If the event does not occur within the allotted time,
iHub marks it as expired. A user can customize this
value when creating an event-driven schedule. This
value applies to all types of system events.

Lag time The minutes that iHub scans for completed jobs to
determine if an event occurred. For example, if you
submit an event-based schedule with the default event
lag time, iHub checks the status of jobs for the previous
60 minutes. If the event occurred within the previous
60 minutes, it sets the event status to satisfied.

(continues)
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Table 2-3 Event-based job configuration properties (continued)

Property Value

Enable custom events A flag that enables iHub custom event processing for a
scheduled job. If the value is true, the service is
enabled. If you change the value to false, all the
existing instances of scheduled jobs using the custom
event fail. This configuration value also affects the
EnableEventService property value in the Actuate
IDAPI GetVolumeProperties response.

IP address The server name or IP address where the custom event
service resides. The default value is localhost.

Soap port The number of a valid, used port for the custom event
service. iHub uses an application container to host web
services applications.

Context string The context string of the request URL for sending a
message to the custom event service. Default value is
/acevent/servlet/AxisServlet.

Configuring advanced volume properties

Volumes—Properties—Advanced contains a variety of miscellaneous volume
property settings that an administrator can use to make performance-tuning
adjustments for a mix of features. Figure 2-29 shows the advanced properties list.

Yolumes = corp: Properties

Advanced

Properties settings Printable Summanry

B Archiving And Purging

El Encyc Diagnostics
2 General

B notification
B Performance
179 Security Extension

29 Asynchronous Reports

=]
%I Cancell Apply

Figure 2-29 Specifying advanced Encyclopedia volume property settings

Printing a summary of advanced volume properties

In Volumes—Properties—Advanced, you can view or print a summary of
Encyclopedia volume properties and their values. First, select the category
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properties, then choose Printable Summary to print the information. You can
select one of following categories of properties:

m  Archiving And Purging
=  Encyc Diagnostics

= General

= Notification

m Performance

m  Security Extension

m  Asynchronous Reports

Retrying failed asynchronous jobs

In Volumes—Properties—Advanced—Asynchronous Reports—Asynchronous
Job Retries, specify how to retry running a scheduled job, as shown in Figure 2-30.

€l JS]=] ES

“Wolumes = corp : Properties = Asynchronous Reports = Asynchronous Joh Retries =

Asynchronous Job Retries

Murmber of times to retry failed requests: ||J !

Time afterwhich to retry failed requests |D Seconds |

(I These fields will take default value if left blank

ﬂl Cancel j
Figure 2-30 Specifying values for retrying failed asynchronous jobs

If the job retry options are set to retry a job if it fails, the job remains active if the
node the job is running on fails. For example, if the node crashes, iHub tries to run
the job again when the node restarts.

Changing the status of an Encyclopedia volume

The status of an Encyclopedia volume can be disabled, enabled, offline, or online.
You change the status of a volume on Volumes, in Advanced view of
Configuration Console.
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Taking an Encyclopedia volume offline

To disable or remove a volume, you must first take it offline.

How to take an Encyclopedia volume offline

1 From Advanced view of Configuration Console, choose Volumes.

2 In Volumes, point to the arrow next to a volume name and choose Take offline,
as shown in Figure 2-31.

Yolumes
E Actupon selected items
+ r
=+ Default ActuatePostoreSGL MetadataDatabase =7 ac com Wolume I~ Svvolume2  ONLINE
IBiSd Froperties
Svac com systern System Take offline
Legend

¥ Changes pending require volume restart to take effect

Figure 2-31 Taking a volume online or taking a volume offline

3 On Volume Offline Grace Period, choose OK, as shown in Figure 2-32. You can
adjust the time a volume takes to go offline in Grace period.

& =10

Enter grace period to allow current transactions on the
volume to complete before going offline

Grace period: 5 sec

Cancel |

Figure 2-32 Choosing OK to take the volume offline

Disabling an Encyclopedia volume

The difference between an offline volume and a disabled volume is that iHub
takes an offline volume online when you start the iHub system or the iHub
service. A disabled volume does not come online when you start the iHub system
or service. The volume remains disabled.

How to disable a volume
1 In Volumes, point to the icon next to a volume name and choose Take offline.

2 DPoint to the icon next to the offline volume name and choose Disable, as
shown in Figure 2-33. Confirm that you want to disable the volume.
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Yolumes
v Actupon selected items

+ r
=r Default ActuatePostoreSGL MetadataDatabase =7 ac comp valurne ™ S7yolume? OFFLINE

onling

S ac comp systern System
Legend Remave
Disahle

¥ Changes pending require volume restart to take effect

Figure 2-33 Disabling a volume
The volume status changes to DISABLED.

Enabling an Encyclopedia volume

Before you can take a disabled volume online, you must enable it. To enable a
volume, point to the icon next to a disabled volume name and choose Enable, as

shown in Figure 2-34.

Yaolumes
=~ Actupon selected items
+ r

v Default ActuatePostgreSGL MetadataDatabase =7 ac corp Wolume [ S+*yolume? DISABLED
miSd Froperties

Srac corp system System Remove
Enahle

Legend
¥ Changes pending require volume restart to take effect

Figure 2-34 Enabling a volume
The volume status changes to OFFLINE.

Taking an Encyclopedia volume online

When the status of a volume is OFFLINE, you can take the volume online. To be

available to users, an Encyclopedia volume must be online. To take a volume

online, on Volumes, point to the icon next to the offline volume name and choose

Take online, as shown in Figure 2-35.

YValumes
Ev Actupon selected items
+ r

v Default ActuatePostgreSGL MetadataDatabase =7 ac comp Yolume [ S+volume? OFFLINE
Bl Froperies

=var com systern System

Legend

¥ Changes pending require volume restart to take effect

Figure 2-35 Taking a volume online
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Removing an Encyclopedia volume

When you remove an Encyclopedia volume from iHub, the following changes
occur:

= Encyclopedia volume users no longer see the volume in the list of volumes
available to iHub or a cluster.

m Encyclopedia volume users cannot log in to the Encyclopedia volume.
m iHub rejects requests to access the content of the Encyclopedia volume.
= The volume no longer appears in the configuration file.

m iHub changes an Encyclopedia volume’s resource group volume assignment
to All volumes and disables the resource group.

Deleting an Encyclopedia volume does not delete the partitions assigned to the
volume.

How to remove an Encyclopedia volume from iHub

To completely remove an Encyclopedia volume from iHub, perform the following
tasks:

1 Before removing an Encyclopedia volume, note which partitions the volume
uses.

1 From Advanced view of Configuration Console, choose Volumes.

2 On Volumes, point to the icon next to a volume name and choose
Properties.

In Volumes—Properties, choose Partitions.

4 In Partitions, note the list of partitions that appears in Selected partitions.
From the side menu, choose Volumes.

2 DPoint to the icon next to a volume name and choose Take offline.
In Volume Offline Grace Period, choose OK.
The volume’s status changes to OFFLINE.

3 On Volumes, point to the icon next to a volume name and choose Remove, as
shown in Figure 2-36.

A confirmation dialog box appears.

4 To delete the Encyclopedia volume from the machine, choose OK.
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Yolumes
s Act upon selected iterms
+ I

Er Default ActuatePostreS0l MetadataDatabase =7 ac com Walurne ™ Swyolume2  OFFLINE

S ac comp systerm System E

¥ Changes pending require volure restart to take effect

Figure 2-36 Removing an Encyclopedia volume

Renaming the default Encyclopedia volume

The login page of Management Console lists the default Encyclopedia volume. In
System—Properties—General, change the System default volume, as shown in

Figure 2-37.
Systern . Properties
General
Systern narme |mrp @
Systemn password: |uuuu
Systemn passward canfirm: Iocoooloo
System Heartbheat:
Heartheat send period: |30 sec!@
Heartheat failure period: |EID sec 1@
System default volume System
Wil frare ez default
volume
System schema
System schema: |ac_corp_system
*These fields are required and cannot be left hlank
T Thesefields reguire system restart to take effect
&
(I These fields will take defaultvalue if left hlank

o4

Cancel | Apply

Figure 2-37 Specifying the default Encyclopedia volume
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Removing a partition

Before you remove a partition, you must check the list of partitions in
Configuration Console to see which partitions are available and which are
already assigned to Encyclopedia volumes. Assign a different partition to the
Encyclopedia volume to which the partition is assigned, or back up the
Encyclopedia volume.

If the partition is a secondary partition, you delete the partition by changing its
configuration. iHub starts a background process of moving files from one
partition to another. The operation fails if the other partitions drop below their
minimum free space limits. When the process finishes, the state of the secondary
partition changes to inactive, and you can remove it.

How to remove a partition
1 From Advanced view of Configuration Console, choose Volumes.

2 On Volumes, point to the arrow next to the Encyclopedia volume that uses the
partition and choose Properties.

In Volumes—Properties, choose Partitions.

On Volumes—Properties—Partitions, in Selected partitions, select the
partition to remove. Select Stop. Choose OK.

iHub moves data from the partition to other available volume partitions. If
there is not enough room to store the data from the partition being deleted, a
failure message appears.

5 After iHub finishes phasing out the partition, repeat steps 2 and 3.

On Volumes—Properties—Partitions, in Selected partitions, select the
partition to remove. Choose the left arrow to move the partition from Selected
partitions to Available partitions.

Choose Partitions from the side menu.

In Partitions, confirm that the partition is not assigned to an Encyclopedia
volume and that it is unused. Then, point to the arrow next to the partition
name to display the drop-down list for the partition.

9 Choose Delete. To confirm the deletion, choose OK, as shown in Figure 2-38.

':e] Are you sure you want ko delete file system "Partition2” 7

Figure 2-38 Deleting a partition
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Using diagnostic, usage,
and error logging

This chapter contains the following topics:
m Configuring diagnostic logging

m Configuring usage and error logging
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Configuring diagnostic logging

iHub performs various types of diagnostic logging with configurable levels of
detail. An administrator can experiment with the available levels to collect
information on the iHub system to detect problems and improve performance.
Setting log files to higher levels of information collection increases disk space
usage and can decrease iHub performance.

The administrator configures diagnostic logging for iHub process by choosing
Change in Server Configuration Templates—Settings, as shown in Figure 3-1.

Server Configuration Templates = urup © Settings

Diagnostic logging settings Change... Change
Properties settings Printabile Surmmary

29 Factory Senvice

29 Mezsage Distribution Service

29 Yiewing Service

27 Integration Service

79 Caching Senice

9 MetQS] File Types (Add)

= Filetype driver information ( Add )
9 iHub

ﬂl Cancel

Figure 3-1 Changing diagnostic logging settings

Server Configuration Templates—Settings allows the administrator to specify the
following diagnostic logging settings, as shown in Figure 3-2:

m Enable logging
Enable or disable diagnostic logging.

s Log level
Level of detail in the log.
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s Log directory
Location of the log.

m Logsize

Maximum size of the log before iHub starts overwriting the log.

m  Number of log files
Maximum number of logs that iHub creates.

General log ¥ Enahle

Level: I\-'\.farnmg ZI |
Directory: |$AC_DATA_HOME$IseNerIIDg

Size: |1DDDD kB!

Murmhber of log files |3 1

Factory log | Enable

Level: I\-'\.farnmg ZI |
Directory: |$AC_DATA_HOME$IseNerIIDg

Size: |1DDDD kB!

Mumhber of log files |3 1

Integration log ¥ Enahle

Leval: I\-'\.farning EI
Diractory: |$AC_DATA_HOME$IseNerIIDg )
Size: |1 aooo KB
Murmhber of log files |3 1
Caching log ¥ Enable

Level: |Warning EI
Directory: |$AC_DATA_HOME$IserverIIDg )
Size: |1 aooo KB
Mumhber of log files |3 1
Viewing log V| Enable

Level: |Warning ZI
Directory: |$AC_DATA_HOME$IserverIIDg

Size: |1 aooo KB

Mumber of log files |3 |

B2 These fields require server restart to take effect
( These fields will take defaultvalue if left blank

ok|_cancel |-|

Figure 3-2 Configuring diagnostic logging
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By default, diagnostic logging is enabled for all iHub processes. The
administrator can disable diagnostic logging for a process by deselecting Enable.

Changing the default log file location in
acserverconfig.xml

iHub writes log entries by default to AC_DATA_HOMEN\server\log. The log
location is no longer specified in acserverconfig.xml.

To specify a different location or manually update a previously edited log setting,
the administrator must modify acserverconfig.xml to contain a LogDirectory
attribute that points to a non-default location by performing the following tasks:

1 Open AC_DATA_HOMEN\config\iHub2\acserverconfig.xml in a text editor.

2 Insert or edit a LogDirectory attribute that specifies the path to a different log
folder.

For example, in Listing 3-1, an inserted LogDirectory attribute specifies the
non-default log location, C:\ Actuate\iHub\log, for the following properties:

m Template

m  Reporting service
m Viewing service

m Integration service
m  Caching service

Listing 3-1 acserverconfig.xml edited log file location settings

<Template
Name="urup"
PMDPort="8100"
ActuateBuild="220A130126"
LogDirectory="C:\Actuate\iHub\log"
ActuateVersion="2"
ServerSOAPPort="11100"
StartArguments="-Xmx2048M -Xmsl024M -XX:MaxPermSize=128m
com.actuate.iserver.server.Server"
AppContainerPort="8900"
<ReportingService
LogDirectory="C:\Actuate\iHub\log"
EnableGenerationService="true"/>
<SOAPDispatchService
EnableRequestService="true"
SOAPDispatchSOAPPort="8000"/>
<ViewingService
EnableRender="false"
LogDirectory="C:\Actuate\iHub\log"

58 Configuring BIRT iHub



EnableViewingService="true"
MSAnalysisTunnelPort="9021"/>
<IntegrationService
LogDirectory="C:\Actuate\iHub\log"
EnableIntegrationService="true"/>
<CachingService
LogDirectory="C:\Actuate\iHub\log"
EnableCachingService="true"/>

</Template>

Configuring additional iHub diagnostic logging
properties

In Server Configuration Templates—Settings, the administrator can also
configure the following additional iHub property settings, as shown in
Figure 3-3:

m iHub diagnostic logging
m Logging for Encyclopedia database queries

Server Configuration Templates = urup @ Settings

Diagnostic logging settings Change...
Properties settings Printahle Summarny

2 Factary Service
21 Message Distribution Service

23 Viewing Senvice
2 Integration Service
23 Caching Serice
1 MetOS| File Types (Add)
=3 Filetype driver information ( Add )
= iHub
[ Diagnostic Logging
B Server Diagnostic Logging
B Logging for Encyclopedia Datahase Queries

Figure 3-3 Choosing iHub diagnostic logging

About iHub diagnostic logging

The following parameters define the levels of iHub diagnostic logging detail you
can specify.

How to configure additional diagnostic logging settings

1 In Server Configuration Templates, choose the name of a server template, as
shown in Figure 3-4.
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Server template name

Server OZ4nfiguration Templates
urup kazu
kozu
ury
%‘%i Configuration
Templates
Figure 3-4 Choosing a server template name

2 On Server Configuration Templates—Settings, expand iHub, expand
Diagnostic Logging, then choose Server Diagnostic Logging, as shown in
Figure 3-3.

3 On Server Diagnostic Logging, accept the default value for each setting, as
shown in Figure 3-5, or alternatively, specify a new value.

E =10 x|
Semers = urup . Properties = iHub = Diagnostic Logging = Server Diagnostic Logaing =]

Server Diagnostic Logging

Log directony: |$AC_DATA_HOME$Iserven‘I0g !

Log level: [ao0o !

Log size (KB): J10000 !

Mumber of [ngs: |2 |

Enahle logging: 7

Minimum Disk Threshold for Logging: |128 WE L 2

E1Z These fields require server restart to take effect

() These fields will take default value if [eft blank

QK| Cancel j

Figure 3-5 Specifying server diagnostic logging property settings
Choose OK.
4 If you change Minimum Disk Threshold for Logging, restart iHub.

About logging for Encyclopedia database queries

In Logging for Encyclopedia Database Queries, the administrator can specify the
level of diagnostic log detail that iHub provides when an SQL statement fails to
execute successfully. The following parameters define the levels of logging detail
you can specify:
m  LogSQLQuery

iHub logs the query sent to the database.
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s LogQueryPrepareTime

iHub logs the time spent doing a prepare against the database.

m  LogQueryExecutionTime

iHub logs the time spent executing the query against the database.

How to configure logging for Encyclopedia database queries

1 In Server Configuration Templates, choose the name of a server template, as

shown in Figure 3-6.

Server template name

Server CAnfiguration Templates

urup kazu
kozy
ury
Configuration
Templates
Figure 3-6 Choosing a server template name

2 On Server Configuration Templates—Settings, expand iHub, Diagnostic

Logging, then choose Logging for Encyclopedia Database Queries, as shown

in Figure 3-7.

Server Configuration Templates = urup © Settings

Diagnostic logging settings Change...
Properties settings Printabile Surmmary

29 Factory Service

©3 Mesgsage Distribution Service
29 viewing Service
3 Integration Service
23 Caching Senice
9 NetOS| File Types (Add)
=3 Filetype driver information (Add )
= iHub
[ Diagnostic Logging
B Server Diagnostic Logoing
2 Logging for Encyclopedia Database Queries

Figure 3-7 Choosing Logging for Encyclopedia Database Queries

3 In Logging for Encyclopedia Database Queries, select an option from Select a
specific option and move it to Diagnostic Logging for Encyclopedia Database

Queries, using the right arrow, as shown in Figure 3-8.

Chapter 3, Using diagnostic, usage, and error logging

61



& (ol

Servers = urup : Properties = iHub = Diagnostic Logging = Logging for Encyclopedia Database Queries

IC

Logging for Encyclopedia Database Queries

Select a specific option: Diagnostic Logging far Encyclopedia Database Queries:
LogSaLauery
LogGuenFrepareTime
LogQueryExecutionTime

=
=

%I Cancel j

Figure 3-8 Choosing a logging level
Choose OK.

For more information about diagnostic logging properties, see “Configuring
diagnostic logging” in Chapter 1, “Performing basic configuration tasks.”

The environment variable AC_SERVER_FILE_CREATION_MASK on Linux, and
registry key on Windows, specify the permissions for log files and directories in
/UsageErrorLogs and /iHub/log. The default value in Linux is owner read-write
(066 UMASK), and in Windows is 0 (read-only).

Configuring usage and error logging

iHub can capture usage monitoring and error information in log files. To
understand resource usage and troubleshoot problems, use usage and error

logging.
In Advanced view, choose System. Choose Properties, then choose Usage
Logging. Figure 3-9 shows Usage Logging.
The following Actuate usage and error logging applications that ship with iHub
record usage activity and error information in a log file:
m Usage Logging Extension

Writes the usage information to a comma-delimited (.csv) file, usage_log.csv

m  Error Logging Extension
Writes the usage information to a comma-delimited (.csv) file, error_log.csv

The usage logging and error logging applications are open framework
applications. These applications are DLLs in Windows and shared libraries in
Linux. By default, the usage and error logging extensions reside in the following
location:

AC_SERVER HOME/bin
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iHub creates a primary log directory that contains the usage and error log records
for the default volume in the following location:

AC_SERVER _HOME/UsageErrorLogs/primary

iHub creates secondary log directories for additional volumes as required in the
following location:

AC_SERVER HOME/UsageErrorLogs/secondary $VOLUMENAME
The directories for usage and error log files are not configurable.

In an iHub cluster, the asynchronous design execution log entry is in the log of
the Encyclopedia process node. For a synchronous or transient document
generation, the log entry is in the log file of the node that runs the design. Before
you configure error logging for a cluster, ensure that each node in a cluster has the
same logging applications installed.

A developer can customize the way the DLL or shared library handles the usage
and error log information. iHub Integration Technology provides a reference
implementation for this purpose.

iHub supports consolidating log information into a database. iHub Integration
Technology provides a reference implementation for the log consolidator
application. For more information, see Using BIRT iHub Integration Technology.

Configuring usage logging
Configure usage log settings for the following user operations:

m  Document viewing
A viewing log records document-viewing events that use the View process.

m  Document printing
A printing log records document-printing events.

m  Document generation
A Factory log records document-generation events.

m  Document deletion

A deletion log records internal deletion operations, such as deletions that
occur from archiving volume files.

m Admin

An admin log records Encyclopedia volume management user operations,
such as:

m  Managing users, roles, groups, and channels
m  Uploading and deleting files
m Changing file and folder properties
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m Data integration
A data integration log records AIS events, such as information object jobs.

How to configure usage logging

To configure usage logging, perform the following tasks:

1 Log in to Configuration Console and choose Advanced view.

2 In System—Status, choose Properties.
System—Properties—General appears.

3 Choose Usage Logging.

System—Properties—Usage Logging appears, as shown in Figure 3-9.

Systern :© Properties

Usage Logging
Viewing log: I Enable
Logging level: |Standard j
Printing log I” Enable
Logging level: |Standard j
Factory log: " Enable
Logging level: |Standard j
Deletion log: ™ Enable
Logging level: |Standard j
Admin log: I Enable
Logging level: |Standard j
Data Integration log: ™ Enable
Logging level: |Standard j
Usage logging extension name: |UsrActivityLoggingExt = Fe)
& ' These fields require system restartto take effect
(I These fields will take default value if left blank

ok| cancel | Aoniy

Figure 3-9 Configuring usage logging

4 On Usage Logging, select the usage logging information you want to capture
from the following list of logging options:

= Viewing

m Printing
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m Factory

m  Deletion

#  Admin

m Data Integration

1 Select Enable to activate the logging option.

2 Select Standard or Detail for the logging level.

For viewing, deletion, and printing logging, standard and detail
information are the same in the logging application that ships with iHub.

For Factory logging, detailed information includes design parameters.
Logging detailed Factory information, instead of standard Factory
information, decreases performance.

5 In Usage logging extension name, enter the name of the usage logging
extension.

UsrActivityLoggingExt is the name of the default usage logging extension. Do
not append DLL.

Choose OK.

About types of recorded events

For each type of event, you can set the logging level to Standard or Detail. If you
are using the default usage logging extension, UsrActivityLoggingExt, the
logging level does not affect how the file records the following types of events:

= Document viewing
= Document printing
= Document deletion

If you set the logging level for document generation or factory events to Detail,
the usage log includes design parameters. Setting the logging level to Detail for
document generation events decreases performance.

Before you set up system usage for a cluster, you must ensure that each node in a
cluster has the same logging applications installed.

About the usage logging extension

You can use the default usage logging extension, UsrActivityLoggingExt, or you
can specify the name of your custom DLL or shared library that generates the log
files. The default location of the usage logging extension is AC_SERVER_HOME
/bin. Type the name of the DLL or shared library without the file-name extension.
For example, on a Windows system, if the DLL is CustomUsage.dll, type:

CustomUsage
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Understanding a usage log entry

Each usage log entry is a comma-separated list containing up to 40 fields of
information about an event. The following example describes a delete user event:

3272649170,5,1,3272649170,3272649170,-,-,0,Administrator, 3,
urup, urup, urup, User, testUser,-,-,-,-, -, -, ~-,=, -, -,
2,0,0,0,0,0,0,0,0,0,0,0,0,0,0

A dash in the usage log entry means the field is not used. The usage log organizes
the entry fields into the following information groups:

m Fields 1 through 10 contain general information:

m Fields 1, 4, and 5 contain the log file time stamp, start time, and finish time.
The time is in seconds since 00:00:00, Jan. 1, 1901, GMT.

» Field 2 contains the event type. The numeric values in Table 3-1 indicate the
event types.

Table 3-1  Event types and the corresponding event values

Event type Event value
DocumentGeneration 1
DocumentPrinting 2
DocumentViewing 3
DocumentDeletion 4
Admin 5
Query 6
Search 7

m Field 3 contains the event result. The event result value is either 1 or 0,
indicating success or failure.

m Fields 6 through 8 contain document output information, indicating the file
name, version, and file size. The document output group information
appears only with document events.

m Fields 9 and 10 contain execution information, indicating the user name
and the iHub subsystem where the operation executed. The numeric values
in Table 3-2 indicate the iHub subsystems.

Table 3-2 iHub subsystems and the corresponding ID numbers
Subsystem ID number
ReportEngine 1
ViewEngine 2
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Table 3-2 iHub subsystems and the corresponding ID numbers

Subsystem ID number
EncycEngine 3
IntegrationEngine 4
Cache 5

m Fields 11 through 25 contain operational information in string format,
including the Encyclopedia volume, iHub, and cluster names. Fields 26
through 40 contain operational information in numeric format.

The values in these fields depend on the value for the event type in field 2.
Table 3-3 summarizes some of the information available for each event type at
Standard level.

Table 3-3 Examples of information that is available about the different types
of events
Event type Event value Operation data available
Document 1 String fields 11 through 21 display the
generation following information:

- ,executable name, executable
version, volume name, server name,
cluster name, resource group name,
node running request, page count,
job name, request ID

Numeric fields 26 through 29 display the
following information:
number of pages,submit time, job
type, job priority
Document 2 String fields 11 through 18 display the
printing following information:

page numbers printed, volume name,
printer name, server name,
clustername, node sent to, file
type, server request id

Numeric fields 26 through 29 display the
following information:

number of pages printed, submit
time, job type, job priority

(continues)
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Table 3-3 Examples of information that is available about the different types
of events (continued)

Event type Event value Operation data available
Document 3 String fields 11 through 18 display the
viewing following information:

output format, page numbers, volume
name, server name, cluster name

Numeric field 26 displays the number of
pages viewed.

Administrative 5 String fields 11 through 13 display the
following information:

volume name, server name, cluster
name

Numeric field 26 displays an operation ID
for an administration event. The following
list provides the event name for each
operation ID:
m 1 Create
m 2 Delete
m 3 Modify
m 4 Login
Actuate 6 String fields 11 through 14 display the
Integration following information:

service volume name, server name, cluster
name, server request id

Numeric fields 26 and 27 display the
following information:

request wait time, request
generation time
Search 7 String fields 11 through 15 display the
following information:

document format, page numbers,
volume name, server name, cluster
name

Numeric field 26 displays the number of
pages viewed.
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Configuring error logging

The error log, error_log.csv, is a comma-separated values (CSV) file.If you use the
default error logging extension, ErrorLoggingExt, you can set the logging level to
the following settings:

Information
The error log records messages that trace iHub behavior.

Warning

The error log records warnings. The errors do not necessarily affect the
operation of iHub.

Severe

The error log records errors that can result in iHub failure if you do not correct
them.

Fatal

The error log records critical errors from which iHub cannot recover and that
can result in failure.

How to configure error logging

1
2

Log in to Configuration Console and choose Advanced view.
In System—Status, choose Properties.
System—Properties—General appears.

Choose Error Logging.

System—Properties—Error Logging appears, as shown in Figure 3-10.

Systern © Properties

Error Logging

Enable error logging: r
Logging level: |Severe j 1
Error logging extension narme: |ErrorLuggingE>d = Fe)

& = These fields require system restartto take effect
(I These fields will take default value if left blank

Figure 3-10 Configuring error logging
Select Enable error logging.

Select the error logging level you want to capture from the following list of
options:

® Information

= Warning
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m Severe
m Fatal

6 In Error logging extension name, enter the name of the error logging
extension.

ErrorLoggingExt is the name of the default error logging extension.
Choose OK.

Understanding an error log entry

Each error log entry is a comma-separated list containing up to 12 fields about an
error-related event. The following example describes an error in a submit job
event:

3272648796,2,3230,SubmitJob, Administrator, "Invalid start time or
end time.",urup,urup,urup,-,-, -

A dash in the usage log entry means the field is not used. The error log organizes
the entry fields into the following information groups:

m Fields 1 through 9 contain general information:

m Field 1 contains the log file time stamp. The time is in seconds since
00:00:00, Jan. 1, 1901, GMT.

m Field 2 contains the error severity level, an integer between 1 and 4. The
numeric values in Table 3-4 indicate the level.

Table 3-4 Error severity levels and the corresponding values
Error severity level Value
Information 1
Warning 2
Severe 3
Fatal 4

m Field 3 contains the error ID code.

n Field 4 contains the service name, indicating the subsystem where the error
occurred such as the Factory, Encyclopedia, View, or Request service.

m Field 5 indicates the Encyclopedia volume user.
m Field 6 contains the error message.
m Field 7 contains the Encyclopedia volume name.

m Field 8 contains the iHub cluster name.
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m Field 9 contains the iHub node name.

m  Depending on the error, fields 10 through 12 can contain information such
as a file name and ID number.

Table 3-5 summarizes some of the information available in fields 10
through 12 for an error log entry at standard level.

Table 3-5 Information that is available for error log entries at the standard level

Type of error

Operation data available

Encyclopedia volume user activity

Volume online or offline

iHub node start or stop

Service enable or disable

Archive service error
Encyclopedia volume job purging
Field 4 is Job Purge

Encyclopedia volume health
monitoring

Field 4 is Encyclopedia Health
Monitor

Fields 10 through 12 can contain error parameters such
as the following items:

m  Object name

m ID number

Fields 10 and 11 contain the following data:

m  Volume name

m  Operation type either online or offline
Field 10 contains the iHub name.

Fields 10 and 11 contain the following data:

m Server name

m List of services

Fields 10 through 12 contain error parameters.

Fields 10 through 12 contain error parameters.

Fields 10 through 12 contain error parameters.

Table 3-6 lists the general categories of iHub error messages.

Table 3-6 Categories of iHub error messages

Error ID range Error description

0001 - 1000 System errors such as Out of memory or Low thread count

1001 - 3000 iHub errors such as Corrupt encyclopedia or Transient storage full

Within this error category, the following sub-categories exist:
m 1001 - 2000 Actuate internal datastore
m 2001 - 3000 Actuate internal

(continues)
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Table 3-6 Categories of iHub error messages (continued)

Error ID range Error description

3001 - 6000 User errors such as Permission denied
Within this error category, the following sub-categories exist:
= 3001 - 4000 Encyclopedia engine
m 4001 - 5000 Report engine

5001 - 6000 View engine

6001 - 7000 SOAP engine

7001 - 8000 Process management daemon

8001 - 9000 Cluster engine

10001 - 11000 Server configuration

11001 - 12000 XML parsing

12001 - 13000 Viewing server errors

13000 - 14000 AcMail exceptions

100001 - 100600 Actuate Information service

100601 - 100699 Actuate Caching service

100700 - 150000 Shared by Actuate Information service and Actuate Caching service

6001 - 12000

Configuring usage and error logging file settings

The administrator configures usage and error logging files in System—
Properties—Advanced—Usage and Error Logging—Usage And Error Log File
Settings, shown in Figure 3-11.

& - [ofx
Usage And Error Log File Settings
Usage and error log version: |9 LR
Usage log file narme: |usage_|og LR
Ugage log file size: |EU48 KBS
Murnber of usage log files: |2 LR
Display date time as string r &
Errar log file name: |err0r_\og 180
Errar log file size: |2048 KBS
Murnber of error log files: |2 180
= These fields reguire system restart to take effect B
() These fields will take defauli value if 1eft blank LI

Figure 3-11 Specifying settings for usage and error log files
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Table 3-7 describes the properties that appear on System—Properties—
Advanced—Usage and Error Logging—Usage And Error Log File Settings.

Table 3-7

Usage and error log file parameters

Property name

Parameter name

Description

Usage and error
log version

Usage log file
name

Usage log file size

Number of usage
log files

Display date time
as string

Error log file name

Error log file size

Number of error
log files

UsageAndError
LogVersion

UsageLogFile Name

UsageLogFileSize

NumberOfUsageLogFiles

DateTimeAsString

ErrorLogFileName

ErrorLogFileSize

NumberOfErrorLogFiles

Use this setting for backward
compatibility.

Base name for the usage log file, which
iHub sends to the usage logging
application.

The sample usage logging application
places the log file in the log subdirectory
that contains the usage log records for the
volume. The directory for a usage log file
is not configurable.

If iHub uses multiple log files, this value
is the maximum size of each log file.

Maximum number of usage log files.

The usage logging application uses this
value to create log file names, such as
usage_log.csv and usage_log_1.csv.

Format of the date and time field for
usage and error log entries. The format is
either a string in the format mm/dd/yyyy
or an unsigned long that specifies the
number of seconds since January 1, 1970.
The default value is false. The default
value uses the unsigned long format.

Base name for the error log file. The
sample error logging application places
the log file in the log subdirectory that
contains the error log records for the
volume. The directory for a error log file is
not configurable.

Maximum size of an error log file. If iHub
uses multiple log files, this is the
maximum size of each log file. The error
logging application uses this value. A
custom error logging application can use a
different value.

Maximum number of error log files.
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Configuring e-mail
notification

This chapter contains the following topics:

m About e-mail notification

m Adding an SMTP server to the iHub environment

m Specifying the Message Distribution service for e-mail notification
m Setting up sendmail e-mail notification

m Configuring the notification list size and To: line

m Handling e-mail notification errors

m Customizing the e-mail message
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About e-mail notification

The administrator can configure iHub to send e-mail notification to users and
groups about completed jobs. After configuring iHub to send e-mail notifications,
users trigger notification by setting an option in the schedule of a job.

By default, iHub uses Simple Mail Transfer Protocol (SMTP) to send the e-mail.
iHub must connect to an SMTP server that the administrator configures using
Configuration Console. To perform e-mail notification, iHub must have the View
service enabled. On Linux, iHub also supports sendmail.

To set up SMTP e-mail notification in Advanced view, the administrator enables
SMTP and specifies a maximum message size.

Adding an SMTP server to the iHub environment

When using multiple SMTP mail servers, iHub can balance e-mail loads to
improve performance, as described in the following procedure.

How to add an SMTP server to the iHub environment
1 In Advanced view of Configuration Console, choose System.

2 In System—Status, choose Properties, as shown in Figure 4-1.

Systern . Status

System "corp” is currently online.

System version: 2

JEP server version Server

STDpl Propetties |

Legend

¥ Changes pending require systern restart to take effect

Figure 4-1 Choosing Properties on System—Status
3 In Properties, choose Notification.
4 In Notification, perform the following tasks:

1 Enable SMTP.

2 Accept the maximum message size, 5120, or specify a different limit for the
size of the message and attachment in kilobytes.

3 Choose Add SMTP Server, as shown in Figure 4-2.
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Systern . Properties

Motification

Maximurm mail message size: |51 20

KB&

p

Enahle SMTP & 5

SMTP Servers

Add SMTP Server |

B These fields require systern restart to take effect
(l These fields will take defaultvalue if left blank

%l cancel | Apply

Figu

re4-2 Adding an SMTP server to the iHub environment

New SMTP Server appears, as shown in Figure 4-3.

SMTR

SMTP

Mailin

SMTF Servers = Mew SMTP Server

=

Server name: |

Hosthame ar [P Address: |

Listen port: |25

Sender e-mail address: |

Sender name: |

greeting: |

o weight: J100

*These fields are reguired and cannot be left blank
(I These fields will take default value if left blank

ﬂl Cancel |

Figu

re 4-3

Setting properties of the SMTP e-mail server

In New SMTP Server, specify the properties SMTP Server Name through
SMTP greeting, as shown in Figure 4-4. For more information about

configuring SMTP properties, see “Configuring e-mail notification settings” in
Chapter 1, “Performing basic configuration tasks.”
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SMTF Servers = Mew SWTP Server

SMTP Server name:

|iHub mail server

Hostname ar [P Address:

|exchangesvr.abcbank.com

Listen port: |25

Sender e-mail address:

|iHubAdmin@abc.com

Sender name:

|iHub Administrator

SHTF graeting: |

Wtailing weight J1o0

*These fields are required and cannot be left blank
(I These fields will take default value if left blank

%I Cancel |-|

Figure 4-4

Specifying properties of a new SMTP server

6 In Mailing weight, specify the relative weight to use to determine message
routing, then choose OK. If the value is zero, iHub uses the SMTP server only
after receiving errors from all other SMTP servers in the SMTP server list.
Otherwise, it uses load balancing.

The display name of the new SMTP server that you specified in the first step

appears in Notification.

Choose OK.
7 Restart iHub System.

Table 4-1 lists the property names that appear in Configuration Console with
the corresponding parameter names in AC_SERVER_HOME/ etc
/acmetadescription.xml, indicating default settings, ranges, and when a property

change takes effect.

Table 4-1 SMTP e-mail notification parameters

Property name Parameter name Default Range Takes effect
Hostname or IP address SMTPHostName Immediate
Listen port SMTPPort 25 1-65535 Immediate
Sender display name SenderName Immediate
Sender e-mail address ~ SenderAddress Immediate
SMTP greeting Greeting Immediate
SMTP mailing weight ~ MailingWeight 100 0- Immediate

1000000
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Using SMTP server load balancing

iHub uses load balancing to send e-mail notifications through SMTP mail servers
based on the availability of processing resources. For example, the administrator
configures load balancing by setting the mailing weight parameter values of the
first mail server to 40, the second to 30, and the third to 30. The settings establish a
relative load-balancing ratio of 4:3:3 among the three mail servers. For every

100 messages iHub distributes, it sends 40 to the first mail server, 30 to the next,
and 30 to the last.

When a cluster node receives an error sending an e-mail notice to one mail server,
and succeeds in sending the notice to another mail server, the notice counts as
part of the load-balancing quota for the mail server that failed. The notice also
counts towards the quota of the mail server that succeeds, unless its quota for that
round is already exhausted.

Using multiple SMTP servers in a cluster

In a cluster, iHub distributes e-mail notification requests only among the nodes
that have the View service enabled. Nodes must have access to the mail servers to
send e-mail notices. The example in Figure 4-5 configures two SMTP servers.

Systermn - Properties

Haotification
Maximum mail message size: |5120 KB 1@
M Enable SMTP @
SMTP Servers Add SMTP Server |
Actuate Midn Editl Delete
Testing Editl Delete

e These fields require systemn restart to take effect
() These fields will take default value if left blank

Figure 4-5 Viewing e-mail notification properties

To add SMTP servers to the iHub environment, the administrator modifies the
SMTP server setup.
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How to modify the SMTP server setup

1 In Configuration Console, in System—Status, choose Properties.
System—DProperties appears.

2 Choose Notification.
System—Properties—Notification appears.

3 To modify the SMTP server setup, perform the following tasks.
1 Specify a maximum message size for messages that iHub sends.

2 Select Enable SMTP to use SMTP e-mail servers for e-mail notification, if
necessary. Deselect this option to disable the use of SMTP e-mail servers for
e-mail notification.

3 Choose Add SMTP Server to add an SMTP e-mail server to the list that
iHub uses for e-mail notification.

4 In the list of SMTP e-mail servers, choose Delete to delete an SMTP e-mail
server that iHub uses for notification.

5 Inthe list of SMTP e-mail servers, choose Edit to edit the parameters for an
SMTP e-mail server that iHub uses for notification.

4 Choose OK.

Specifying the Message Distribution service for e-mail
notification

The administrator can use the simple view or the advanced view to configure
iHub to send the e-mail notice to an Information Console user about a completed
job. The e-mail message can contain a URL that includes a hyperlink to a design
or document and the location of the Message Distribution service (MDS) for
connecting to an iHub where the document resides. In the following example, the
value of serverURL specifies the MDS:

http://sales:8900/iportal /newrequest
/index.aspx? requestType=scheduled &__executableName=
/forecast.rptdesign%3Bl&serverURL=http://
end2243:8000&volume=volumel

By default, iHub uses any node in the cluster that is online and has the Message
Distribution service enabled.

In the example, the serverURL parameter and value are:
serverURL=http://end2243:8000

Include the http:// prefix when you specify the serverURL.
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Setting up sendmail e-mail notification

A sendmail e-mail notification originates from the iHub user account. To send an
iHub e-mail notice from a Linux system, ensure that the account that runs the
iHub can access the sendmail program from each node. Enable the View service
on each node. The sendmail program is in /usr/lib/sendmail.

To test the e-mail configuration, send an e-mail message to a user from the iHub
e-mail account.

How to test e-mail notification
1 Login to the account that runs iHub.
2 Send the e-mail message using the following command:
/usr/lib/sendmail mail-address < message.txt
where
= message.txt contains the test message.
= mail-address is the user’s account name as registered with iHub.

3 If the message arrives, the account setup is correct. If the message does not
arrive, perform one or more of the following tasks:

m  Check the e-mail address for typographical errors.

m Log in to an account other than the account that handles iHub e-mail and
try sending e-mail to the user.

m  Compare the user’s account name that is registered with your e-mail
program to the account name registered in the Encyclopedia volume. These
two account names must match exactly.

4 If the e-mail does not arrive after you complete the tasks in step 3, and you
continue to have problems sending e-mail from the iHub account, contact
Actuate Support for assistance.

Configuring the notification list size and To: line

In System—Properties—Advanced—Notification, you can specify how iHub
notifies users and administrators of events by setting the following properties, as
shown in Figure 4-6.

m  Maximum number of recipients per e-mail message
Parameter name: MaxMailRecipients

Specifies the maximum number of e-mail addresses to which iHub can
address a single e-mail message. If the number of e-mail recipients exceeds the
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value of this parameter, iHub divides the list into smaller lists and sends the
same e-mail message to each of the smaller lists.

The maximum number of e-mail recipients for an iHub e-mail message cannot
exceed the maximum number of e-mail recipients limit for the e-mail server. If
the e-mail server receives a request that contains more e-mail recipients than
the server permits, it does not send the e-mail message. The e-mail server
sends a failure notice to iHub. iHub does not attempt to resend the message.

The maximum number of e-mail recipients is a system attribute. The default
value is 10,000 e-mail addresses. The minimum value is 100. The maximum
value is 100,000.

m  Use dummy line in place of empty To: line
Parameter name: UseDummyToLine

Indicates whether to use the value of Dummy To: line in an e-mail notice that
iHub sends if both the To: and Cc: values are empty. Applicable to SMTP and
sendmail configurations.

s Dummy To: line
Parameter name: DummyToLine

Text to use in the To: line of an e-mail notice from iHub if Use dummy line in
place of empty To: line is selected and both the To: and Cc: values in the e-mail
notice from iHub are empty.

£ IS B

Svystern = iHub Systermn © Properties = Motification =

E-mail Transmission Limits

Maximum number of recipients per e-mail message: 10000 e

Empty To: Line In E-mail Message

Use dumrmy line in place of empty To: line: ¥V &8

Dumrmy To: line: |(nameswithhe|d) e

B These fields require systern restart to take effect
() These fields will take default value if left blank

%I Cancel j
Figure 4-6 Specifying advanced notification property values
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Handling e-mail notification errors

If an error occurs when iHub sends an e-mail message, iHub writes a message to
the diagnostic log. Under most conditions, iHub also writes a message to the error
log. Except under certain conditions, iHub tries to resend the e-mail.

Handling SMTP e-mail errors

When configured to use SMTP, iHub categorizes errors that occur when sending
e-mail messages as either retryable or non-retryable. iHub supports resending
e-mail messages when a retryable e-mail error occurs.

If a cluster node receives an error when sending an e-mail message to an SMTP
server, it sends the e-mail message using the next configured SMTP server. If the
node that sends the e-mail message receives non-retryable errors when sending
the e-mail message to all SMTP servers, it writes a message to the error log.

If the node that sends the e-mail message receives an error from all the SMTP
servers, and at least one of the errors is a retryable error, the node waits for the
retry interval of one second and tries to send the message to the SMTP server that
returns a retryable error. If the SMTP server returns an error again, the node
writes a message to the error log.

If iHub receives one of the following types of errors, it attempts to resend the
e-mail message:

m Cannot connect to SMTP server

m  Network connection fails

m  Wait for response times out while sending message

For each error iHub receives, it writes a message to the diagnostic log.

If iHub receives one of the following types of errors, it does not attempt to resend
the e-mail message:

m  Unrecognized recipient
m  Message too large

m  Message contains too many recipients

Handling sendmail e-mail errors

When iHub uses sendmail on a Linux system, iHub makes one attempt to send
an e-mail message. If iHub receives an error, it writes a message to the
diagnostic log.

Chapter 4, Configuring e-mail notification 83



In a cluster, iHub distributes e-mail notice requests among the nodes that have
the View service enabled. Each node uses its iHub e-mail account. If the cluster
node receives an error, the node writes a message to the diagnostic log.

Logging e-mail notification errors
By default, iHub logs e-mail notification error messages.

m If an error occurs while an Encyclopedia volume is sending an e-mail
notice request to a cluster node, the volume writes an error message to its
diagnostic log.

m If a cluster node receiving a request to send an e-mail notice encounters an
error, the node writes an error message to its diagnostic log. For example,
when the combined size of the message text and the attachment exceeds the
maximum message size, iHub does not send the e-mail. The diagnostic log in
AC_DATA_HOME/server/log describes failed e-mail notification attempts.

iHub localizes all errors that it writes to the log to the default locale for the
machine.

Customizing the e-mail message

The administrator can customize the e-mail message that iHub sends to notify

users about successful and failed jobs. For each Encyclopedia volume, the default
location for the e-mail message template is AC_SERVER_HOME/etc. In a cluster,
unless otherwise configured, each View process uses the notification template in
the local AC_SERVER_HOME/ etc directory when processing e-mail notification.

Sending e-mail notification in a cluster

iHub distributes e-mail notification requests among nodes in a cluster that have
the View service enabled. In System—Properties—Advanced—Cluster
Operation—Administrative, specify administrative e-mail account information
for a cluster node administrator, as shown in Figure 4-7.

& (=S
Systermn = iHub Systern : Properies = Cluster Operation = Administrative 1=
Administrative

Account to receive administrative e-mail: @ ::f

& = These fields require systern restart to take effect

%I Cancel LI
Figure 4-7 Specifying e-mail account information for cluster node administrator
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You can configure iHub to send e-mail notices from multiple nodes using a single
template.

Sending e-mail notices from nodes using a template

iHub uses an e-mail notification template to create the job completion notification
e-mail. In a cluster, unless otherwise configured, each View process uses the
notification template in the local AC_SERVER_HOME/ etc directory.

If iHub sends e-mail notices from multiple nodes, the nodes use a single template
in a partition that all nodes can access. The administrator creates the partition,
copies acnotification.xml to the directory the partition specifies, then specifies the
partition on Volumes—Properties—General in E-mail notification template
partition, as shown in Figure 4-8.

Yolumes = corp: Properties

General

Description |

Schedule far purging notices |2:1 3 HH:mm B9

Schedule for purging deleted files: |2.15 HH:mm 15

Partition

Primary partition: DefaultP artition Min Free Space; |128 mp B

Volume archive service provider

Use archive service:

and

Metadata database name Default_ActuatePostgreS0L_MetadataDatabase

Database schema name: ac_corp

Email notification

E-mail notification template partition: | sl Spe_c_lfy
partltlon

Use Information Consaole for e-mail notifications

Infarmation Consale URL prefix |

B These fields require volume restart to take effect

(1 These fields will take default value if left blank

%I Cancell Apply

Figure 4-8 Specifying a partition for e-mail notification template file

If iHub cannot find acnotification.xml, or the template file contains invalid
formatting, iHub cannot send e-mail notices.
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Using the e-mail message template

The e-mail message template, acnotification.xml, is an XML file that uses UTF-8

encoding. iHub constructs the e-mail about job completion notices based on the

template. To customize the e-mail that iHub sends, modify the following default
template:

<?xml version="1.0" encoding="UTF-8"?>
<notificationTemplate version="1.0">
<successMessage>
<subject>Actuate iHub Notification</subject>
<body>
<
-- Body Text Begin -->
Actuate iHub - Report <insert variable="jobType"/>
complete
For Information Console:
Report: <insert variable="reportLink"/>
If the URL above does not work, copy the entire link and paste it
into the address bar of your web browser, then press Enter or
Return.
Completed at: <insert variable="jobCompletion"s></inserts>
Note: If the job submitter requested that you receive the report
as an attachment to this email, but the report is not attached,
then you probably do not have the privileges required to view
the entire report. Please contact your system administrator.
<
-- Body Text End -->
</body>
</successMessage>
<failureMessage>
<subject>Actuate iHub Notification</subjects>
<body>
<
-- Body Text Begin -->
Actuate iHub - Report <insert
variable="jobType"/>
failed.
For Information Console:
Report: <insert variable="reportLink"/>
If the URL above does not work, copy the entire link and paste it
into the address bar of your web browser, then press Enter or
Return.
Completed at: <insert variable="jobCompletion"s</inserts>
Warning/Error:
<insert variable="jobDetailedStatus"/>
<
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-- Body Text End -->

</body>
</failureMessage>

</notificationTemplates>

Working with e-mail template elements

The following list describes the e-mail template elements and text encoding
information:

body

Element that specifies the content of the e-mail body. The format of the body of
the e-mail body can be in any format supported by the e-mail client. The body
content can include insert elements.

Use CDATA sections to embed e-mail body content that is exempt from XML
parsing rules. For example, if you specify the e-mail body content in HTML or
any other markup language, the insert elements must be outside of CDATA
sections.

failureMessage
Parent element of the subject and body for an e-mail notice for a failed job.

insert element

Optional element that inserts job and document information in subject and
body message content. The value of the variable attribute specifies the
information iHub inserts.

The element must appear outside any CDATA section used within the content
of body or subject elements.

notificationTemplate
Required root element of the e-mail notification template.

subject

Element that specifies the content of the subject line. The subject content is
plain text. The tag value or content can include insert elements to display
values related to the job or document.

Use CDATA sections to embed e-mail body content that is exempt from XML
parsing rules. The insert elements must be outside of CDATA sections.

successMessage

Parent element of the subject and body elements for an e-mail notice for a
successful job.
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The following list describes the e-mail template attributes:

email-content-type

Optional body element attribute that specifies the content type of the body
content.

Use this attribute when constructing the e-mail message, because the e-mail

protocol requires that you specify the content type.

The value for this attribute is either text/plain and text/html.

m variable

Required insert element attribute. Specifies the information to insert in the

e-mail subject or body.

m version

Required notification template attribute. Specifies the version number of the
notification template file.

Using variable attributes

Table 4-2 describes the valid values of variables for insertion in e-mail notices.

Table 4-2 Variable values for e-mail notices

Variable Value

jobName Job name.

jobSubmitter Job submitter’s user name.

jobStatus Status of job: Completed or Failed.
jobDetailedStatus Detailed status of the job from the job status page.
jobType Type of job: Execution or Printing.

jobHeadline The job’s headline.

jobCompletion Date and time of job completion.
reportDocumentName Document name. Available for a successful job.

reportDocumentVersionName
reportDocumentVersionNumber

reportLink

Document version name. Available for a successful
job.

Document version number. Available for a successful
job.

Hyperlink to the document in the Encyclopedia

volume for a successful job. For a failed job, the link
accesses the job status page.
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The following example uses the insert element’s reportLink variable to display
the URL to the document in the e-mail notice that iHub sends:

Report: <insert variable="reportLink" />

Using HTML in the e-mail template

To use HTML in the successMessage or failureMessage elements, set the
message’s body email-content-type attribute to text/html.

<body email-content-type="text/html”>

Enclose the HTML in CDATA sections to exclude the HTML from XML parsing

rules. The insert elements must be outside CDATA sections. The following
example shows a successMessage element with HTML formatting;:

<?xml version="1.0" encoding="UTF-8" ?>
<notificationTemplate version="1.0">
<successMessage>
<subjects>
Report Delivery Notification:
<insert variable="jobHeadline"/>
</subject>
<body email-content-type="text/html">
<[ CDATA[
<html>
<body>
<h2>
11>
<insert variable="jobHeadline"/>
<[ CDATA[
</h2>
11>
Version <insert variables=
"reportDocumentVersionNumber" />
of report <insert variable="reportDocumentName"/>
is now available online.
< [ICDATA[
<a href="
11>
<insert variable="reportLink"/>
<[ CDATA[
">Go to Report</a>
<p>
<table border="2pt;">
<tr><td>Report Submitter: </td><td>
11>

<insert variable="jobSubmitter"/>
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<[!CDATA [
</td></tr>
<tr><td>Report Generation Date: </td>
<td>
11>
<insert variable="jobCompletion"/>
<[!CDATA[
</td>
</tr>
</tables>
<br><brs>
</body>
</html>
11>
</body>
</successMessage>
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Working with services

This chapter contains the following topics:
m  About BIRT iHub and PostgreSQL services
m Using iHub services

m Configuring service properties
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About BIRT iHub and PostgreSQL services

The BIRT iHub and the PostgreSQL services must run before other iHub services
and processes can start. During iHub installation, accepting the default settings
starts the BIRT iHub service automatically when the computer reboots. Accepting
the default settings installs the PostgreSQL database. The iHub service appears in
the Windows Control Panel, as shown in Figure 5-1.

BIRT iHub service
CSenices S I [

File  Action %iew Help

) EEREEN  Ne R A

‘., Services (Local)

e -
uake BIRT iHUb 2
sAchuate 11 PostgreSQL For BIRT...

Deescription Status

T iHub Enter =
PostgreSOL For Actuate BIRT iHub 2

Started  Aukomatic

Q;Adaptive Brightness Monitars ambient light sensars ta de... Manual Local Service
“EhApplication Experience Processes application compatibilicy c... Manual Local System
“EhApplication Identity Determines and verifies the identity ... IManual Lacal Service ;I

Extended A Standard

|
Figure 5-1 Viewing the iHub service

The PostgreSQL for BIRT iHub service also appears in the Windows Control
Panel, as shown in Figure 5-2.

PostgreSQL for BIRT iHub service

(isemices (8]

Fil=  Action Wiew Help

e |FlE = Hml»mn 8

., Services {Local) Description
te 11 Postar : te BIRT iHub 2 : tic M
‘Ehadaptive Brightness onitors ambient light sensors to de... Manual
Q;Appllcatlon Experience Processes application compatibility c... Manual Local System
-Sé;npplicatinn Identity Determines and verifies the identity ... Manual Laocal Service
&é;npplication Infarmation Facilitates the running of interactive ... Manual Local System LI

Extended 4, Standard

| |
Figure 5-2 Viewing the PostgreSQL for BIRT iHub service

Using iHub services

Understanding iHub services and processes is important for taking advantage
of the many configuration possibilities. The administrator can configure iHub as
a stand-alone server or as a node in a cluster of iHubs. Figure 5-3 shows a
stand-alone configuration that runs iHub services on a single machine. Services
publish access methods to the iHub processes through the Simple Object Access
Protocol (SOAP) interface.
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HManagement Console |

Information Console l

/ iHub
iHub Y View éOAP View
: SOAP viessage service rocess
service Distribution P
service
Factory SOAP Factory
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Figure 5-3 iHub architecture

Applications access processes using the Actuate Information Delivery API
(IDAPI). IDAPI applications can communicate with cluster nodes and with iHub
in a stand-alone configuration. A custom application that uses IDAPI to
administer an iHub node sends messages to the cluster through the Message
Distribution service.

The following list describes services running inside iHub:

m  Message Distribution
Participates in load balancing by dispatching generation and print requests to
other cluster nodes. In a stand-alone iHub or a cluster, the Message
Distribution service dispatches SOAP requests that come to iHub from clients,
users, and applications.

m View
Facilitates viewing documents in DHTML format, converting output to
formats such as Excel and PDF, and handling requests to download files from
an Encyclopedia volume. The Java view process, which handles BIRT designs,
runs inside the View process.
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m Factory

Executes requests to generate queries and documents and to print output on
an iHub printer. The Java factory process, which handles BIRT designs, runs
inside the Factory process.

m Integration and Caching

Coordinates the running of an information object (IOB) file that uses data
from multiple data sources. Controls the Actuate Caching process that
manages the information object cache and enables caching data from an
information object IOB.

To control how iHub uses Factory processes, the administrator creates and
manages resource groups using Configuration Console. Resource groups allocate
Factory processes to handle prioritized requests for documents.

Configuring service properties

The administrator configures services in the advanced view of Configuration
Console.

How to access service properties
Access service properties settings by performing the following tasks:

1 Login to Configuration Console and choose Advanced view. From the side
menu, choose Server Configuration Templates.

2 On Server Configuration Templates, choose a template name, as shown in
Figure 5-4.

Template name

Server CAnfiguration Templates
urup kozu
urup
Server
%%' Configuration
Templates
—
(gl Volumes
[}
‘!él Partitions
—
E" w Resource
] ¥ Groups
@ Printers
Figure 5-4 Choosing a template name
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3 On Server Configuration Templates—Settings, service property folders
appear, as shown in Figure 5-5.

Server Configuration Templates = urup @ Settings

Diagnastic logging settings Change...
Properties settings Frintable Summany

23 Factary Service

23 Message Distribution Service

23 Wiewing Service

27 Integration Service

23 Caching Serice

1 NetOS| File Types (Add)

3 Filetype driver information [ Add )
3 iHub

Figure 5-5 Accessing service property folders
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Configuring the
View service

This chapter contains the following topics:
m Configuring View service settings

m Configuring the View service for BIRT documents

Chapter 6, Configuring the View service 97



Configuring View service settings

The View service provides the basic framework to render and display a
document. Viewing starts when a user runs a design to create a document or
selects an existing document in either Information Console or Management
Console. The View service controls viewing a page or the table of contents, and
searching a document.

A user navigates to Server Configuration Templates—Settings by choosing Server
Configuration Templates from the side menu in the advanced view of
Configuration Console. Then, on Server Configuration Templates, the user
chooses a template name, as shown in Figure 6-1.

Server Configuration Templates

g urup

Template name
Server
Configuration
Templates

=]
(gl Volumes

EH
‘ Partitiohs
—

gl Resource
&

Groups

G Printers

Figure 6-1 Choosing the template name

In Server Configuration Templates—Settings, View service properties that the
administrator configures include properties for BIRT designs and documents, as
shown in Figure 6-2.

Server Configuration Templates > urup : Settings

Diagnostic logging settings Change... |
Properties settings Printable Summary |

I Factary Semice

3 Message Distribution Senice
I Wigwing Senice

2! Enable senice Expanded Viewing
B Diagnostic Logging service properties
=1 BIRT

2 Message Distributinn Weight
3 Integration Service

=3 Caching Service

= NetOS| File Types { Add )

3 Filetype driver information [ Add)
3 iHub

Figure 6-2 Viewing service properties in Settings
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About setting View service properties in iHub

The properties that appeared in Servers—Properties—Viewing service in
previous iServer releases appear in Server Configuration Templates—Settings

in iHub. Set View service properties in Server Configuration Templates—Settings
as follows:

m To set viewing weight, choose Viewing Service—Message Distribution Weight.

Enabling the View service

The administrator can enable or disable the View service from Server
Configuration Templates—Settings, or by setting the EnableViewingService
parameter in AC_DATA_HOME/ config/iHub2/ acserverconfig.xml to true or
false.

How to enable the View service
1 Expand Viewing Service and choose Enable service, as shown in Figure 6-2.

2 For Enable viewing service, accept the default value, which is selected, as
shown in Figure 6-3.

& _[Ofx

Servers = Urup : Properties = Viewing Service = Enable service o

Enable senvice

Enable viewing senvice: I

ok _cancel [+
Figure 6-3 Enabling or disabling the View service

About diagnostic logging

The administrator can configure diagnostic logging by expanding Viewing
Service, and choosing Diagnostic Logging. For more information, see Chapter 3,
“Using diagnostic, usage, and error logging.”

Configuring the message distribution weight for a
node

To improve performance in an iHub cluster, the administrator can configure the
viewing weight for each node to control how iHub distributes the load across the

cluster. By default, the cluster master attempts to balance the load by routing
requests to the View service of the node that is the least busy.
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Setting the viewing weight of a node to a higher number than other nodes routes
more requests to that node. Setting the viewing weight to a lower number tends
to conserve node resources.

How to configure the message distribution weight for a node

1 In Server Configuration Templates—Settings, expand Viewing Service and
choose Message Distribution Weight.

2 In Weight of this server for load balancing viewing requests, accept the
default, 100, as shown in Figure 6-4. Alternatively, specify a different value.

& =10 x|

Server Configuration Templates = urup : Properties = Yiewing Service = Message Distribution Weight =

Message Distribution Weight

Weight of this server for load balancing viewing requests: 100 !

(I These fields will take default value if left blank

ﬂl Cancel ;I
Figure 6-4 Specifying load balancing viewing requests weight
3 Choose OK.

The following snippet from the default acmetadescription.xml includes the
acmetadescription.xml parameter name, the corresponding display name of the
Configuration Console property, when a property change takes effect, and the
default value:

Name="Weight of this server for load balancing viewing requests"
DisplayName="Viewing weight"

TakesEffect="Immediate"

DefaultValue="100"
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Configuring the View service for BIRT documents

The iHub architecture incorporates the Java View service running within the
View service. The Java View service handles user requests to view BIRT
documents. Figure 6-5 shows the list of Java View service configuration
categories. This section describes how to configure properties in these categories,
except BIRT JDBC Connection Pool, which is discussed later in this book.

Server Configuration Templates > urup © Settings

Diagnostic logging settings Change...
Properties settings Printable Summany
= BIRT &l

[ Process Managerment
= Communication
B Sockets
= Requests
B Message Timeout

B Reguest Execution Thread Poaol
! BIRT JDBC Connection Paal

I BIRT Content Caches
B Ilemary Archive File Cache
B Data Set
B! Image Cache

El Design Cache
2 Docurnent Cache

View service configuration
for BIRT documents

Figure 6-5 Viewing BIRT properties for the View service

Configuring Java process communication

The View service engages in Java process communication when a user views a
BIRT document. In an environment that restricts port usage, the administrator
can specify and change the base port for the View service and maximum range of
other ports used for SOAP communication.

How to configure Java process communication

1 Expand Viewing Service, BIRT, Process Management, and Communication,
then choose Sockets, as shown in Figure 6-5.

2 In Base port number for processes, accept the default base port, 21000, as
shown in Figure 6-6. Alternatively, change the base port to a value in the range
1025 through 65535.
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& JS[=] S

Servers = urup : Properies = Yiewing Service = BIRT = Process Management = Communication = Sockets o

Sockets

Base port number for processes: |21DDD &

Port range {from count) for processes: |SDD 1

E1Z These fields require server restartto take effect
(I These fields will take default value if left blank

%I Cancel ;I

Figure 6-6 Specifying Java View service settings

3 In Port range (from count) for processes, accept the default value, 500, or
change the value to a number in the range 0 through 64510.

The following snippets from the default acmetadescription.xml include the
acmetadescription.xml parameter names, the corresponding display names of the
Configuration Console properties, when property changes take effect, default
values, and ranges:

Name="SocketBaseForJavaProcesses"
DisplayName="Base port number for processes"
TakesEffect="ServerRestart"
DefaultvValue="21000"

Range="1025 65535"

Name="SocketCountForJavaProcesses"
DisplayName="Port range (from count) for processes"
TakesEffect="ServerRestart"

DefaultValue="500"

Range="0 64510"

Configuring message time-out

The administrator can set a message time-out period. If the View service does not
respond in time to an on-demand request for a BIRT document, iHub rejects the
request. Base the message time-out period on the expected response time of iHub
for on-demand generation and loading of the temporary document.

Timeout for generation of gadgets in BIRT 360 specifies the number of seconds
that iHub has to generate a gadget. If this time limit is reached, iHub cancels the
gadget-generation task.

How to configure message time-out

1 In Timeout for generation of gadgets in BIRT 360, accept the default value, 300,
or change the value to a different number. iHub uses the default, 300, when
you set the message time-out to blank, as shown in Figure 6-7. Choose OK.
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&) =10] x|

Servers = urup : Properties = Viewing Service = BIRT = Process Management = Regquests = Message Timeout |2

Message Timeout

Timeout far on demand and viewing messages: |SDD Seconds |

Timeout for generation of gadgets in BIRT 360 |SDD Seconds |

B2 These fields require server restart to take effect
1) These fields will take defaultvalue if left blank

%I Cancel ;I

Figure 6-7 Setting time-out periods
2 Restart iHub.

The following snippets from the default acmetadescription.xml include the
acmetadescription.xml parameter names, the corresponding display names of the
Configuration Console properties, when property changes take effect, default
values, and ranges:

Name="OnDemandServerViewMessageTimeout"
DisplayName="Timeout for on demand and viewing messages"
TakesEffect="ServerRestart"

DefaultValue="300"

UnitOrFormat="Seconds"

Name="GadgetGenerationTimeOut"

DisplayName="Timeout for generation of gadgets in BIRT 360"
UnitOrFormat="Seconds"

TakesEffect="ServerRestart"

DefaultValue="300"

Configuring the thread pool

The administrator can limit the number of threads and size of the queue each
on-demand server uses for performing the following tasks:

m  Generating temporary BIRT documents
m Processing requests to view temporary and persistent BIRT documents

To limit the number of threads, the administrator sets maximum number of
threads in each on-demand server. The thread batch size is 5. iHub opens five
new threads as needed until the total number reaches the limit. For example,
setting the limit to 16 causes iHub to open the new threads in batches, 5, 5, 5,
and 1. Increasing the value of this property increases CPU and memory
consumption.

To set the size of the queue, the administrator sets task queue size in each
on-demand server.
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How to configure the thread pool

1 Expand Viewing Service, BIRT, Process Management, and Requests, as shown
in Figure 6-5, then choose Request Execution Thread Pool.

& o =] 3

Setvars = urup | Properties = Viewing Serice = BIRT = Process Management = Requests = Request Execution Thread Pool |=]

Request Execution Thread Pool

Task gueue size in each on demand server: 1000 16

B2 These fields require server restar tn take effect
() These fields will take default value if left blank

ok|_cancel [+

Figure 6-8 Configuring the thread pool

2 In Task queue size in each on demand server, accept the default, 1000, or type
another value.

Choose OK.
3 Restart iHub.

The following snippet from the default acmetadescription.xml includes the
acmetadescription.xml parameter name, the corresponding display name of the
Configuration Console property, when property changes take effect, and default
value:

Name="OnDemandServerQueueSize"

DisplayName="Task queue size in each on demand server"
TakesEffect="ServerRestart"

DefaultValue="1000"

Configuring BIRT document and design caching

iHub caches documents and designs to respond quickly to viewing requests. The
View service maintains the following types of caches for BIRT documents and
designs:

m In-memory archive
= Result set buffer

m Image cache

m  Design cache

s Document cache

m Page count cache
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The Encyclopedia volume stores persistent documents and designs until removed
by the user. Temporary documents are not stored in the Encyclopedia volume.
The administrator can configure caching to improve viewing performance for a
particular environment.

Configuring the BIRT document in-memory archive

The administrator can configure caching to improve performance of viewing
small, temporary, and persistent BIRT documents. iHub caches BIRT documents
of a size equal to or smaller than the value appearing in Maximum memory size
of each BIRT report archive. When a user requests a document of a size larger
than this value, iHub temporarily stores the document on the hard drive.

The total memory size used to cache BIRT document and datamart files value
determines how much memory iHub can use to cache documents. Increasing this
value caches more BIRT documents in memory, consuming more memory.
Decreasing this value temporarily stores more BIRT documents on the hard drive.

To optimize performance, the administrator tries to prevent storing most
documents on the hard drive by making configuration decisions based on the size
of the average document and the size of the cache.

The administrator can also set the time-out period for temporary and persistent
document caches. When the time elapses, iHub clears the cache.

How to configure the BIRT document in-memory archive

1 Expand Viewing Service, BIRT, and BIRT Content Caches, as shown in
Figure 6-5, and choose In Memory Archive File Cache.

2 In Total memory size used to cache BIRT document and datamart files, accept
the default value, 153600 KB, or type another value, as shown in Figure 6-9. To
disable memory-based caching, type a negative value or 0.

&' =10 %

Servers = urup : Properties = Yiewing Sevice = BIRT = BIRT Content Caches = In Mernary Archive File Cache o

In Memory Archive File Cache

Total memaory size used to cache BIRT document and datarmar files: |153BUU Kilobytes | £ 2
Maximurn memory limit for each BIRT docurnent file: [10z4 Kilobytes | £ 2
Maximurn memory limit for each BIRT datamart file: [307z20 Kilobytes | (£ 2

Cache expiration timeout for transient BIRT docurnents and datamarts in the archive file cache file: [1200 Seconds |F 2

Expiration timeout for persistent BIRT documents and datamans in the archive file cache: |7200 Seconds [ 2

Bl These fields require server restart to take effect
() These fields will take default value if let blank

%I Cancel LI

Figure 6-9 Configuring the BIRT document in-memory archive

3 In Maximum memory limit for each BIRT document file, accept the default
value, 1024 KB. Alternatively, type a value that represents the size of average
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document you want iHub to cache. To disable memory-based caching, type a
negative value or 0.

4 In Maximum memory limit for each BIRT datamart file, accept the default
value, 30720 KB. Alternatively, type a value that represents the size of average
datamart you want iHub to cache. To disable memory-based caching, type a
negative value or 0.

5 In Cache expiration timeout for transient BIRT documents and datamarts in
the archive file cache file, accept the default, 1200 seconds, or type another
value.

6 In Expiration timeout for persistent BIRT documents and datamarts in the
archive file cache, accept the default, 7200, or type another value.

Choose OK.
7 Restart iHub.

The following snippets from the default acmetadescription.xml include the
acmetadescription.xml parameter names, the corresponding display names of the
Configuration Console properties, when property changes take effect, and default
values:

Name="TotalArchiveMemory"

DisplayName="Total memory size used to cache BIRT document and
datamart files"

TakesEffect="ServerRestart"

UnitOrFormat="Kilobytes"

DefaultValue="153600"

Name="MaxMemoryPerArchive"

DisplayName="Maximum memory limit for each BIRT document file"
UnitOrFormat="Kilobytes"

TakesEffect="ServerRestart"

DefaultValue="1024"

Name="MaxMemoryPerDatamartArchive"

DisplayName="Maximum memory limit for each BIRT datamart file"
UnitOrFormat="Kilobytes"

TakesEffect="ServerRestart"

DefaultValue="30720"

Name="TransientArchiveFileCacheTimeout"

DisplayName="Cache expiration timeout for transient BIRT documents
and datamarts in the archive file cache file"

TakesEffect="ServerRestart"

UnitOrFormat="Seconds"

DefaultValue="1200"
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Name="PersistentArchiveFileCacheTimeout"

DisplayName="Expiration timeout for persistent BIRT documents and
datamarts in the archive file cache"

TakesEffect="ServerRestart"

UnitOrFormat="Seconds"

DefaultValue="7200"

Configuring the BIRT result set buffer

The Java View service handles on-demand document generation requests and
multiple concurrent requests, one at a time. Configuring the size of the buffer that
stores the result sets for a data set in a BIRT document can improve the response
to on-demand requests to generate BIRT documents. An administrator typically
changes the size of this buffer from the default to another value under the
following conditions:

m The data sets of most BIRT designs are larger than the default buffer size.

m  The JVM start arguments include specification of a sufficient heap size to
handle the new value.

Increasing the size of the result set buffer for a BIRT data object query increases
the memory used to store the final result set, and decreases the disk space used. If
the result set is larger than this value, iHub writes the data to disk.

How to configure the BIRT result set buffer

1 Expand Viewing Service, BIRT, and BIRT Content Caches, as shown in
Figure 6-5, and choose Data Set.

2 In Maximum buffer size for BIRT Data Object query result set in BIRT 360,
accept the default, 8 MB, as shown in Figure 6-10. Alternatively, type a
different value.

& o [=] 3

Servers = urup : Properies = Viewing Service = BIRT = BIRT Content Caches = Data Set =

Data Set

Maximum buffer size for BIRT Data Object guery result set in BIRT 360: 8 MBIE

B These fields require server restart to take effect
() These fields will take default value if left blank

(o] _cancel ||

Figure 6-10 Configuring the buffer size for query result set
Choose OK.
3 Restart iHub.
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The following snippet from the default acmetadescription.xml includes the
acmetadescription.xml parameter name, the corresponding display name of the

Configuration Console property, when a property change takes effect, the default
value, and range:

Name="MaxBIRTDataResultsetBufferSize"

DisplayName="Maximum buffer size for BIRT Data Object query result
set in BIRT 360"

UnitOrFormat="MB"
TakesEffect="ServerRestart"
DefaultvValue="8"

Range="1 256"

Configuring the BIRT image cache

The administrator can configure the cache of images in persistent BIRT
documents by setting cache time-out for images and charts from BIRT designs,
documents and datamarts. Increasing this value increases the size of the memory
buffers for caching images. Graphic-intensive documents load faster, but iHub
uses more memory.

How to configure the BIRT image cache

1 Expand Viewing Service, BIRT, and BIRT Content Caches, as shown in
Figure 6-5, and choose Image Cache.

2 In Cache timeout for images and charts from BIRT designs, documents and
datamarts, accept the default, 86400 seconds, which is one day, as shown in
Figure 6-11. Alternatively, type another value greater than 0. A value of 0 or
less causes iHub to use a hard-coded value of 5.

&l _[Olx

Servers = urup : Properties = Viewing Service = BIRT = BIRT Content Caches = Image Cache =

Image Cache

Cache timeout for images and charts from BIRT designs, docurnents and datarmarts: 8B400 Seconds |[F 2

B These fields require server restart to take effect
(h These fields will take default value if left blank

%I Cancel LI

Figure 6-11 Configuring the BIRT report image cache
Choose OK.

3 Restart iHub.

The following snippet from the default acmetadescription.xml includes the
acmetadescription.xml parameter name, the corresponding display name of the
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Configuration Console property, when a property change takes effect, and the
default value:

Name="BIRTImageCacheTimeout"

DisplayName="Cache timeout for images and charts from BIRT
designs, documents and datamarts"

TakesEffect="ServerRestart"

UnitOrFormat="Seconds"

DefaultValue="86400"

Configuring the BIRT design cache

By default, iHub caches a BIRT design, including access privileges. Caching
benefits users who access the design concurrently. Users who request access to
the same design share the cached design if they have the required privileges.
Performance can improve because iHub does not have to repeatedly load the
design. Generally, the fewer number of designs iHub needs to load, the better the
response time.

By configuring cache time-out for BIRT designs, the administrator can control
how long the design remains in cache. A cached design persists in memory until
time-out occurs. Use this time-out setting to control memory usage.

By configuring the maximum number of BIRT designs, the administrator controls
the number of designs in the cache. When the cache reaches this limit, design
caching stops. Use this setting to improve load performance.

How to configure the BIRT design cache

1 Expand Viewing Service, BIRT, and BIRT Content Caches, as shown in
Figure 6-5, and choose Design Cache.

2 In Cache timeout for BIRT designs, accept the default, 1800 seconds or
30 minutes, as shown in Figure 6-12. Alternatively, type another value.

£l =10

Serers = urp Properies = Viewing Service = BIRT = BIRT Content Caches = Design Cache o

Design Cache

Cache timeout for BIRT desions: |1SDD Seconds ] 5

Maximum number of BIRT designs to cache: |SD [N

Enahle Persistent Report Design Cache: V@

B2 These fields require server restart to take effect
() These fields will take default value if left blank

%l Cancel LI

Figure 6-12 Configuring the BIRT design cache
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3 In Maximum number of BIRT designs to cache, accept the default, 50, or type
another value that limits the number of designs in the cache.

4 For Enable Persistent Report Design Cache, accept the default value of
selected. Alternatively, disable the cache by deselecting this option.

Choose OK.
5 RestartiHub.

The following snippets from the default acmetadescription.xml include the
acmetadescription.xml parameter names, the corresponding display names of the
Configuration Console properties, when property changes take effect, and default
values:

Name="BIRTReportDesignCacheTimeout"
DisplayName="Cache timeout for BIRT designs"
TakesEffect="ServerRestart"
UnitOrFormat="Seconds"

DefaultValue="1800"

Name="BIRTReportDesignCacheTotalNumberOfEntries"
DisplayName="Maximum number of BIRT designs to cache"
TakesEffect="ServerRestart"

DefaultValue="50"

Name="EnablePersistentDesignCache"
DisplayName="Enable Persistent Report Design Cache"
TakesEffect="ServerRestart"

DefaultValue="true"

Configuring the BIRT document cache

By default, iHub caches a BIRT document, including access privileges. Caching
benefits users who access the document concurrently. Users who request access to
the same document share the cached document if they have the required
privileges. Performance can improve because iHub does not have to repeatedly
load the document. Generally, the fewer number of documents iHub needs to
load, the better the response time. iHub caches BIRT documents in the BIRT
document in-memory archive cache. To access the cache, iHub creates a handle. If
you enable the BIRT document cache, iHub caches this handle in the BIRT
document cache. If you do not enable the BIRT document cache, iHub creates a
new handle every time a user chooses to view a document. Enabling the BIRT
document cache results in a faster response time but uses more memory, because
iHub maintains the BIRT document cache in memory.

How to configure the BIRT document cache

1 Expand Viewing Service, BIRT, and BIRT Content Caches, as shown in
Figure 6-5, and choose Document Cache.
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2 For Enable caching of BIRT document and datamart handles, accept the
default value, selected, as shown in Figure 6-13. Alternatively, deselect the

option.
- 1ol
Servers = urup : Properties = Yiewing Service = BIRT = BIRT Content Caches = Document Cache 1=
Document Cache
Enable caching of BIRT document and datamart handles: M O
Enable caching of page counts for BIRT docurnents: M o
E1Z These fields require server restartto take effect
OKl Cancel ;I

Figure 6-13 Enabling or disabling the BIRT document cache

3 For Enable caching of page counts for BIRT documents, accept the default
value, selected, as shown in Figure 6-13. Alternatively, deselect the option.

Choose OK.
4 Restart iHub.

The following snippets from the default acmetadescription.xml include the

acmetadescription.xml parameter names, the corresponding display names of the
Configuration Console properties, when a property change takes effect, and the

default values:

Name="BIRTReportDocumentCacheEnabled"

DisplayName="Enable caching of BIRT document and datamart handles"

TakesEffect="ServerRestart"
DefaultValue="True"

Name="BIRTReportPageCountCacheEnabled"

DisplayName="Enable caching of page counts for BIRT documents"

TakesEffect="ServerRestart"
DefaultValue="True"
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Configuring the
Factory service

This chapter contains the following topics:
m About the Factory service
m Configuring the Factory service for general use

m Configuring the Factory service for BIRT documents
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About the Factory service

The Factory service provides the basic engine for running a design, and printing a
document on the server-side. An asynchronous Factory generates scheduled
documents or queries. A synchronous Factory generates temporary documents.
To generate temporary documents, iHub must enable both the Factory and View
services.

In Server Configuration Templates—Settings, Factory service properties that the
administrator configures include properties for BIRT designs and documents, as
shown in Figure 7-1.

Server Configuration Templates = urup @ Settings

Diagnostic logging settings Change...

Properties settings Printahle Summarny

[ Factory Senice Expanded Factory Service
B Enable Service properties

! Diagnostic Logging
=3 On Demand Report Execution Managemant

CIBIRT
B Message Distribution YWeight

Figure 7-1 Configuring the Factory service in Settings

About setting Factory service properties in iHub

The properties that appeared in Servers—Properties—Factory Service in previous
iServer releases appear in Server Configuration Templates—Settings starting with
iServer Release 11 and continuing in iHub. Set Factory service properties in
Server Configuration Templates—Settings as follows:

m To set transient report storage properties, choose Factory Service—On
Demand Report Execution Management—Transient Report Management.

m To set synchronous report execution properties, choose Factory Service—On
Demand Report Execution Management—On Demand Execution Queue.

m To set cluster load-balancing properties, choose Factory Service—Message
Distribution Weight.

m To set the maximum number of factories for a resource group, choose
Resource Groups, then choose <resource group>—Properties—Template
Assignments.
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Enabling the Factory service

The administrator can enable or disable the Factory service from Server
Configuration Templates—Settings, or by setting the EnableGenerationService
parameter in AC_DATA_HOME/ config/iHub2/acserverconfig.xml to true

or false.

How to enable the Factory service
1 Expand Factory Service and choose Enable Service, as shown in Figure 7-1.

2 For Enable factory service, accept the default value, which is selected, as
shown in Figure 7-2.

& JS]=] ES

Servers = urup : Properties = Factory Service = Enable Service

Enable Service

Enahle factory service: e

ﬂl Cancel j
Figure 7-2 Enabling or disabling the Factory service

About diagnostic logging

The administrator can configure diagnostic logging by expanding Factory
Service, and choosing Diagnostic Logging. For more information, see Chapter 3,
“Using diagnostic, usage, and error logging.”

Configuring the Factory service for general use

The following sections describe Factory service configuration tasks for general
use:

m  Configuring the transient document cache
m Configuring the number of entries in the transient document cache
m Configuring the Factory service for synchronous jobs

Figure 7-3 shows the selections the administrator makes in Server Configuration
Templates—Settings to configure properties for general use.
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Server Configuration Templates = urup © Settings

Diagnastic logging settings Change...
Properties settings Printable Summary

[ Factory Service
2 Enable Serice

B Diagnostic Logging
[ On Demand Report Execution Management

B On Dernand Execution Queue On Demand Report Execution Queue
& Transient Report tanagement Transient Report Management
TIBIRT
B! Message Distribution Weight Message Distribution Weight
Figure 7-3 Configuring synchronous and transient report properties

Configuring the transient document cache

When a user requests the Factory service to generate a temporary document,
iHub stores the document in an external, disk-based cache. By default, after

30 minutes, iHub deletes the file. The administrator can set the size of the cache
for temporary documents, location of the cache, and cache time-out.

Setting the transient document cache location
By default, the Factory uses the following directory location for the cache:
AC DATA HOME/server/tmp

The administrator can specify a different path, locally or on the network. iHub
must have access to the location. Actuate recommends keeping /tmp on a local
disk drive. Accessing the /tmp directory over the network can impede iHub
performance.

Setting the transient document cache size

The transient document cache is disk-based. By setting the cache size and
time-out, the administrator controls how much disk space the Factory uses to
cache temporary documents. When the cache reaches the limit, iHub sends a
message to users indicating a storage problem. Increase the size of the cache if
users receive this message. Decrease the size of the cache to conserve disk space.
Setting the cache size to 0 permits only one document at a time in the cache.

Setting the transient document time-out

The administrator can control how long documents remain in the cache and on
the disk by setting the transient document time-out. The document remains in the
cache until the time expires, then iHub clears the cache.

When configuring the time-out, consider the time required for document
generation and viewing by users. For example, to generate and view one-page

116 Configuring BIRT iHub



documents, try a time-out value of 10 minutes. To estimate the document
generation time, add the values of MaxSyncJobRuntime and SyncJobQueueWait.

Configuring the number of entries in the transient document
cache

The administrator can limit how many temporary documents the Factory caches
when users generate documents. Maximum memory cache entries for transient
reports is the upper limit on how many temporary documents the cache stores.
When the cache reaches the limit, iHub sends a message to the user indicating a
storage problem.

If users generate too many temporary documents too quickly, a message about
failure to register the document appears. To correct the problem, increase the
value of maximum memory cache entries for transient reports. Specify a value
larger than the typical maximum number of documents generated within the
transient document time-out period. Increasing the time-out and maximum
memory cache entries for transient reports can increase iHub memory usage.
When changing value of maximum memory cache entries for transient reports,
consider adjusting the disk cache size for transient reports property.

How to configure the transient document cache

1 InServer Configuration Templates—Settings, expand Factory Service. Expand
On Demand Report Execution Management, and choose Transient Report
Management, as shown in Figure 7-3.

2 In Location of disk cache for transient reports, accept the default, or type
another path, as shown in Figure 7-4.

e =10 x|
Seners = urup ;. Froperties = Factory Service = On Demand Report Execution Management = Transient Report Management | =]
Transient Report Management
Lacation of disk cache for transient reports |$AC_DATA_HOME$IserverItmp 1=
Disk cache size fortransient reporis: |1DD MB |
Disk cache timeout for transient reports: |3D Minutes ] 72
Maxirurn mermaory cache entries for fransient reports |1E|DEIIJ !

)52 These fields require server restart to take effect
(I These fields will take default value if left blank

(oK| _cancel [+

Figure 7-4 Changing the transient document cache size

3 In Disk cache size for transient reports, accept the default, 100 MB.
Alternatively, type another value in megabytes.
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4 In Disk cache timeout for transient reports, accept the default, 30 minutes.
Alternatively, increase the value to give users more time to complete their
work. Decrease the value to free disk space sooner.

5 In Maximum memory cache entries for transient reports, accept the default,
10000, as shown in Figure 7-4. Alternatively, type a value greater than 0 to
change the number of entries permitted in the transient document cache.
Setting the value to 0 prevents the generation of transient documents.

Choose OK.
6 Restart iHub if you change the cache location or time-out values.

Table 7-1 lists the property names that appear in Configuration Console with the
corresponding parameter names in acmetadescription.xml, which indicate
default settings, ranges, and when a property change takes effect.

Table 7-1 Transient document storage parameters

Property name Parameter name Default Range Takes effect
Disk cache size for TransientReport 100MB 0- Immediate
transient reports CacheSize 99999

Location of disk cache = TransientReport Server

for transient reports CacheLocation Restart
Disk cache timeout for ~ TransientReport 30 1- Server
transient reports TimeOut Minutes 1440 Restart
Maximum memory TransientStoreMax 10000 Immediate
cache entries for CacheEntries

transient reports

Configuring the Factory service for synchronous jobs

A user best practice is to use a schedule to generate large documents, but not
necessarily short ones. The administrator can configure synchronous job settings
to prevent problems that can occur when users generate large documents
unscheduled. The Factory generates unscheduled documents synchronously. A
synchronous job is the Factory process that generates a temporary document.

Configuring the maximum run time

Max synchronous job runtime limits the time a Factory can take to generate a
document. Such a limit can prevent the generation of a huge unscheduled
document from dominating Factory resources and degrading the response time
of iHub. If an organization has mostly short documents, decreasing the value of
the maximum execution time for on-demand execution requests can improve
performance. If an organization has a high ratio of system resources to users,
increasing the value of the maximum execution time for on-demand execution
requests permits users to generate large, unscheduled documents.
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Setting the value of Maximum execution time for on demand execution requests
too high can delay generation of small, unscheduled documents, which can cause
requests to back up in the queue and time out, and users to experience delays.
Setting the value to 0 prevents the generation of any unscheduled documents.

Configuring the queue size

Each synchronous resource group has a job queue. When Factories are busy, a
request for a Factory service to generate a document waits in the queue. The
administrator sets the number of requests that the queue can hold using Job
queue size for synchronous reports.

If a user receives a message that the synchronous job queue is full, consider
increasing the queue size or resources, such as CPU power. Setting the size of the
queue too large can cause the accumulation of too many requests in the queue. A
request can time out in the queue.

Configuring the queue time-out

Job queue time-out for transient reports is the period of time, in seconds, that a
request for an unscheduled document remains in the queue. Requests wait in the
queue for 600 seconds, or 10 minutes, by default, then the request times out and
fails. The user who requested the document receives a message that the job
expired in the queue. The administrator can change the queue time-out by setting
Job queue time-out for transient reports.

How to configure the Factory service for synchronous jobs

1 InServer Configuration Templates—Settings, expand Factory Service. Expand
On Demand Report Execution Management, and choose On Demand
Execution Queue, as shown in Figure 7-3.

2 In Maximum execution time for on demand execution requests, accept the
default, 300 seconds, or 5 minutes, as shown in Figure 7-5. Alternatively, type
the maximum number of seconds a Factory can spend per document.

te. ol

Servers = Urup : Properties = Factory Service = On Demand Report Execution Management = On Demand Execution Queue |4

On Demand Execution Queug

Maximum execution time for on demand execution requests: |3DD Seconds |

Joh gqueue size for synchronous reports |1DD !

Joh gqueue timeout for transient reports: |SDD Seconds |

(I These fields will take default value if left blank

%I Cancel LI

Figure 7-5 Configuring Max synchronous job runtime
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3 InJob queue size for synchronous reports, accept the default, 100.
Alternatively, type a value greater than 0 to increase or decrease the queue
size. A value of 0 causes requests for documents to fail when a Factory is not
available to generate the document.

4 InJob queue timeout for transient reports, accept the default, 600.
Alternatively, type a value greater than 0 to increase or decrease the wait time.
A value of 0 rejects requests to run a document unless a Factory is available
immediately.

Table 7-2 lists the property names that appear in Configuration Console with the
corresponding parameter names in acmetadescription.xml, indicating default
settings, ranges, and when a property change takes effect.

Table 7-2 Synchronous document execution parameters

Property name Parameter name Default Range Takes effect
Maximum execution ~MaxSyncJobRuntime 300 0- Immediate
time for on demand Seconds 86400

execution requests

Job queue size for SyncJobQueueSize 100 0- Immediate
synchronous reports 99999

Job queue timeout SyncJobQueueWait 600 0-999 Immediate
for transient reports Seconds

Configuring the message distribution weight of a node

By setting the Message Distribution Weight property, the administrator can assign
priority to nodes for synchronous Factory service. By default, the number of
Factories, compared to other nodes in the cluster, determines the weight of a
node. The number of Factories in a node usually reflects the number of
processors. The administrator can change the default weight of a node to take
other factors, such as CPU speed, into consideration. The administrator can also
change the weights of nodes if the synchronous Factories of a node are too idle or
too busy.

The message distribution weight of a node is relative to the message distribution
weights of other nodes. A node having a lower weight than other nodes receives
fewer requests for unscheduled documents than the others. The message
distribution weight of a node applies to all synchronous resource groups defined
for the node.

How to set the Message Distribution Weight property

1 In Server Configuration Templates—Settings, expand Factory Service, then
choose Message Distribution Weight, as shown in Figure 7-3.

2 In Weight of this server for load balancing on demand execution requests, as
shown in Figure 7-6, accept the default, 100. Alternatively, type a value
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relative to the weights of other nodes in the cluster. Type a multiple of 100 to
increase the weight of a node. Type a value below 100 to decrease the weight
of a node.

£ =10l

Semers = urup ;. Froperties = Factory Service = Message Distribution Weight =]

Message Distribution Weight

Weight of this server for load balancing on demand execution requests: 100 !

() These fields will take default value if left blank

%I Cancel j
Figure 7-6 Setting the Message Distribution Weight property
Choose OK.

Table 7-3 lists the property name that appears in Configuration Console with
the corresponding parameter name in acmetadescription.xml, indicating the
default setting and when a property change takes effect.

Table 7-3 Message distribution weight parameter
Property name Parameter name Default  Takes effect
Weight of this server for SynchReportingWeight 100 Immediate

load balancing on demand
execution requests

Configuring the Factory service for BIRT documents

When generating BIRT documents, the administrator can configure the Factory
service for managing resources and optimizing performance. The following
sections discuss this topic:

m Configuring the Factory service base port and range of ports
= Recycling Java Factories

m Configuring BIRT caching

s Configuring the maximum rows in a BIRT chart

Figure 7-7 shows the selections the administrator makes in Server Configuration
Templates—Settings to configure properties for BIRT documents.
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Configuring the Factory service base port and range

of ports

The Factory service engages in Java process communication when a user
generates a BIRT document. In an environment that restricts port usage, the
administrator can specify and change the base port for the Factory service and the
maximum range of other ports used for SOAP communication.

How to configure the Factory service base port and range of ports

1 In Server Configuration Templates—Settings, expand Factory Service, then
expand BIRT. Expand Process Management. Expand Communication, and

choose Sockets, as shown in Figure 7-7.

Server Configuration Templates > Settings

Diagnastic logging settings Change...
Printahle Summary

s

[ Factory Service =
B Enable Senice

B Diagnostic Logging
23 0On Demand Repart Execution Managemant

= BIRT
[ Process Management

Properties settings

B Processes
= Communication

B Sockets
73 Requests
[ BIRT Generation Caches

B! In Memary Archive File Cache —‘
B Data Set

2 Design Cache J
B! Docurnent Cache

B Chant

Figure 7-7

Processes

Sockets

BIRT Generation Caches

BIRT Chart

Configuring properties for BIRT documents

2 In Base port number for BIRT factory processes, accept the default, 21500, as
shown in Figure 7-8. Alternatively, type another port number.

=10 x|

-

ke

I
Servers = urup : Properties = Factory Service = BIRT = Process Management = Communication = Sockets
Sockets
Base port number for BIRT factory processes: |21500
Portrange {fram base port) BIRT factary processes: |SDD

il

)52 These fields require server restart to take effect
(I These fields will take default value if left blank

%l cancel ||

Figure 7-8
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3 In Port range (from base port) BIRT factory processes, accept the default 500,
or type another maximum port number.

Choose OK.

4 Restart iHub.

Table 7-4 lists the property names that appear in Configuration Console with the
corresponding parameter names in acmetadescription.xml, indicating default
settings, ranges, and when a property change takes effect.

Table 7-4 Java process communication parameters
Property name Parameter name  Default Range Takes effect
Base port number for SocketBase 21500 1025 -  Server
BIRT factory processes  ForJavaProcesses 65535  Restart
Port range (from base ~ SocketCount 500 0- Server
port) BIRT factory ForJavaProcesses 64510  Restart
processes

Recycling Java Factories

By setting Number of Requests Before Recycling Processes to a value greater
than 0, the administrator can limit the number of requests for BIRT documents
that a Factory can handle. After the Factory reaches the limit for handling
requests, the Factory shuts down, freeing resources. A new Factory emerges.
Setting the value of Number of Requests Before Recycling Processes low restarts
Factories more frequently than setting the value high. Actuate generally
recommends the default value, 0, which disables recycling. In the event of a
resource shortage that can occur over time, for example, due to connectivity
problems, enable recycling.

How to enable or disable Java Factory recycling

1 In Server Configuration Templates—Settings, expand Factory Service, then
expand BIRT. Expand Process Management, then choose Processes, as shown
in Figure 7-7.

2 In Number of requests before recycling Java Factory processes, accept the
default, 0, as shown in Figure 7-9. This action disables recycling. Alternatively,
to enable recycling, type a non-zero value as high as the maximum number of
requests a Java Factory handles concurrently.
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Servers = urup : Properies = Factory Service = BIRT = Process Management = Processes

Processes
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Figure 7-9 Enabling Java Factory recycling
Choose OK.
3 Restart iHub.

Table 7-5 lists the property name that appears in Configuration Console with the
corresponding parameter names in acmetadescription.xml, indicating the default
setting and when a property change takes effect.

Table 7-5 Java process management parameter
Property name Parameter name Default Takes effect
Number of requests before  JavaProcessRecycleCount 0 Server
recycling Java Factory Restart
processes

Configuring BIRT caching

The administrator can configure the Factory service to change the BIRT data
result set buffer, and the design and document caches by choosing Server
Configuration Templates—Settings—Factory Service—Java Factory Service—
Caching, as shown in Figure 7-7. These topics are discussed in the following
sections:

» Configuring the data result set buffer
m Configuring the BIRT design cache
m  Configuring the BIRT document cache

Configuring the data result set buffer

A memory-based bulffer stores the data result set for a BIRT data object generation
query. The Factory sorts, groups, and aggregates data in the buffer. By default this
buffer is 128 MB. If the buffer is too small, iHub writes the data result sets to disk.
Change this property to tune BIRT document generation performance on iHub
under the following conditions:

m The data set of most documents is larger than the default size.

= You have configured sufficient JVM heap size to handle the size of the buffer.
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Consider the number of concurrent requests for BIRT documents that the Java
Factory can handle when configuring the buffer size. The Factory handles
scheduled, asynchronous BIRT document generation requests one at a time.

How to configure the data result set buffer

1 In Server Configuration Templates—Settings, expand Factory Service, BIRT,
and BIRT Generation Caches, as shown in Figure 7-7, then choose Data Set.

2 In Maximum result set buffer size for BIRT data object generation query,
accept the default buffer size, 128 MB, as shown in Figure 7-10. Alternatively,
type a larger buffer size to accommodate larger data result sets.

E =10 x|
Semers = urup ;. Froperties = Factory Service = BIRT = BIRT Generation Caches = Data Set

Data Set

Maximum result set buffer size for BIRT data ohject generation query: |1 28

E1Z These fields require server restart to take effect
(I These fields will take default value if left blank

oK| _cancel |+

Figure 7-10 Configuring the BIRT report data set buffer
Choose OK.

3 In Server Configuration Templates—Settings, expand Factory Service, BIRT,
and BIRT Generation Caches, as shown in Figure 7-7, then choose In Memory
Archive File Cache.

4 In Maximum memory limit for each BIRT document file, accept the default,
8192 KB, or specify more space for larger documents, as shown in Figure 7-11.

& JS[=] S

Servers = urup : Properties = Factory Service = BIRT = BIRT Generation Caches = In Memory Archive File Cache

In Memory Archive File Cache

Maximum mermory limit for each BIRT document file: 8192 Kilokytes | ] 3

Bk These fields require server restart to fake effect
() These fields will take default value if left blank

OK] cancel | |
Figure 7-11 Setting maximum memory limit for a BIRT document
Choose OK.

5 Restart iHub.

Table 7-6 lists the property name that appears in Configuration Console with the
corresponding parameter names in acmetadescription.xml, indicating the default
setting, range, and when a property change takes effect.

4
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Table 7-6 BIRT data set buffer parameter

Property name Parameter name Default Range Takes effect
Maximum result set MaxBIRTData 10MB  1-256 Server
buffer size for BIRT data ResultsetBufferSize Restart
object generation query

Maximum memory MaxMemory 8192 KB Server

limit for each BIRT PerArchive Restart

document file

Configuring the BIRT design cache

The administrator can configure how long the Factory keeps BIRT designs in the
cache by setting a time-out value. When the time expires, the Factory clears the
design from the cache. While a design remains in the cache, users who request
the design share the cached file. iHub checks permissions of users to access the
design. A cached design has a lifetime equal to the time-out value. Increasing the
time-out value keeps designs in cache longer. The higher the time-out value,

the more likely users are to access a stale design. The lower the time-out value,
the sooner the Factory clears the cache.

The administrator can also configure the capacity of the cache by setting the
maximum number of entries allowed in the cache. When the cache reaches
capacity, the Factory stops caching designs.

How to configure the BIRT design cache

1 In Server Configuration Templates—Settings, expand Factory Service, BIRT,
and BIRT Generation Caches, as shown in Figure 7-7, then choose Design
Cache.

2 In Cache timeout for BIRT designs, accept the default, 1800 seconds, or
30 minutes, as shown in Figure 7-12. Alternatively, type a new value in

seconds.
& (o] x]
Seners = urup © Properties = Factory Service = BIRT = BIRT Generation Caches » Design Cache =
Design Cache
Cache timeout for BIRT designs: |1BDD Seconds |
Maxirnurm nummber of BIRT designs to cache |5D 1=
Enahle Persistent Repart Design Cache: ¥ B
E1Z These fields require server restart to take effect
() These fields will take default value if left blank
OI-<| cancel ||

Figure 7-12 Configuring the time-out for the BIRT design cache
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3 In Maximum number of BIRT designs to cache, accept the default, 50, or type a
new value.

4 For Enable Persistent Report Design Cache, accept the default value of
selected. Alternatively, disable the cache by deselecting this option.

Choose OK.
5 RestartiHub.

Table 7-7 lists the property names that appear in Configuration Console with the
corresponding parameter names in acmetadescription.xml, indicating default
settings and when a property change takes effect.

Table 7-7 BIRT report design cache parameters

Property name Parameter name Default Takes effect
Cache timeout for BIRT =~ BIRTReportDesign 1800 Server
designs CacheTimeout Seconds Restart
Maximum number of BIRTReportDesign 50 Server

BIRT designs to cache CacheTotalNumber Restart

OfEntries

Enable Persistent Report ~ EnablePersistentDesign True Server
Design Cache Cache Restart

Configuring the BIRT document cache

By default, iHub caches a BIRT document, including access privileges. Caching
benefits users who access the document concurrently. Users who request access to
the same document share the cached document if they have the required
privileges. Performance can improve because iHub does not have to repeatedly
load the document. Generally, the fewer number of documents iHub needs to
load, the better the response time. iHub caches BIRT documents in the BIRT
document in-memory archive cache. To access the cache, iHub creates a handle. If
you enable the BIRT document cache, iHub caches this handle in the BIRT
document cache. If you do not enable the BIRT document cache, iHub creates a
new handle every time a user chooses to view a document. Enabling the BIRT
document cache results in a faster response time but uses more memory, because
iHub maintains the BIRT document cache in memory.

How to disable caching BIRT documents

1 In Server Configuration Templates—Settings, expand Factory Service, BIRT,
and BIRT Generation Caches, as shown in Figure 7-7, then choose Document
Cache.

2 In Document Cache, accept the default. By default, Enable caching of BIRT
document and datamart handles is selected, as shown in Figure 7-13.
Alternatively, deselect the option to disable the cache.
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Figure 7-13 Enabling the BIRT document cache
Choose OK.
3 Restart iHub.

Table 7-8 lists the property name that appears in Configuration Console with the
corresponding parameter names in acmetadescription.xml, indicating the default
setting and when a property change takes effect.

Table 7-8 BIRT report document cache parameter
Property name Parameter name Default Takes effect
Enable caching of BIRT =~ BIRTReportDocument True Server
document and datamart  CacheEnabled Restart
handles

Configuring the maximum rows in a BIRT chart

By default, BIRT charts display all data when rendered. The administrator can
limit the number of rows displayed to prevent the rendering of huge charts from
causing performance problems. Actuate recommends using the default setting, 0,
for Maximum number of rows for a BIRT chart that displays all data when

rendered.
How to limit the rows in a BIRT chart

1 In Server Configuration Templates—Settings, expand Factory Service and
BIRT, then choose Chart, as shown in Figure 7-7.

2 In Maximum number of rows for generating a chart, accept the default, 0, as
shown in Figure 7-14. Alternatively, type a positive integer that represents the
maximum number of rows.
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Figure 7-14 Configuring the maximum number of rows in a BIRT chart

3 In Max size of values for variables passed to a Flash Chart, accept the
default, 0. Alternatively, type a non-zero value to limit the size of variables
used in a Flash chart that appears in a BIRT document.

Choose OK.
4 Restart iHub.

Table 7-9 lists the property name that appears in Configuration Console with the
corresponding parameter names in acmetadescription.xml, indicating the default
setting and when a property change takes effect.

Table 7-9 Chart parameter

Property name

Parameter name Default

Takes effect

Maximum number of rows
for generating a chart

Max size of values for
variables passed to a Flash
Chart

BIRTChartMaxRows 0

BIRTChartMax 0
VariableSize

Server
Restart

Server
Restart
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Using resource groups

This chapter contains the following topics:
m Introducing resource groups

m Configuring a resource group

m Adding a resource group

m Using a resource group

m Stopping a resource group

m Deleting a resource group

m Using resource groups programmatically

Chapter 8, Using resource groups 131



Introducing resource groups

A resource group controls the Factory processes that iHub uses to run a design
and distribute a document. A resource group allocates a set of Factory processes
in a stand-alone iHub or in a cluster for executing jobs assigned to the resource
group. You choose synchronous or asynchronous resource groups, depending on
whether you schedule the design to run.

A design that runs unscheduled runs synchronously, as soon as possible in the
foreground. iHub does not store the generated document in the Encyclopedia
volume. You can view, navigate, and search the document. You must enable both
the Factory and View services to run designs unscheduled.

A scheduled job runs asynchronously in the background. iHub stores job
schedules and information about completed jobs in the Encyclopedia volume.

Table 8-1 maps the types of resource groups to user operations in Management

Console.

Table 8-1 Types of resource groups mapped to user operations
Default Resource

resource group  group type User operations

Default BIRT 360 View Run a BIRT dashboard (.dashboard) or

gadget (.gadget) design unscheduled and
view the generated document.

Default BIRT View Run a Data Object Store (.data) design

Data Analyzer unscheduled and view the generated
document.

Default BIRT Async Schedule a Java design (.rptdesign) to run

Factory right now, later, on a recurring basis, or
when triggered by an event. Print a Java
document.

Default BIRT View Run a BIRT design unscheduled and view

Online the generated document.

Default BIRT View Used when creating, modifying, and

Studio viewing documents using BIRT Studio.

You typically use resource groups for the following purposes:
m To control the load balancing of servers in a cluster
m To prioritize asynchronous jobs

m To specify which node in a cluster runs designs of a particular type
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To improve performance of a BIRT application, for example, by passing an
argument to the application to decrease the heap size

To quickly run a synchronous design using the Default Sync or Default BIRT
Online resource group

When users run a design unscheduled in an Encyclopedia volume that uses
multiple resource groups, iHub selects a resource group based on load
balancing and on the file type of the design. If iHub cannot find a resource
group with an available Factory, the job fails. Using the Default Sync or
Default BIRT Online resource group can ensure the availability of a Factory for
running a design unscheduled.

Configuring a resource group

You can access resource group properties from the advanced view by choosing
Resource Groups, as shown in Figure 8-1.

By configuring resource group properties, you can control the following
operations:

Prevent iHub from running jobs sent to a resource group.

Determine which Encyclopedia volumes use the Factories of a resource group.
Set the maximum number of Factory processes that an iHub can run.

Specify the file types that Factories allocated to a resource group can run.
Prioritize jobs for an asynchronous resource group.

Specify start arguments for Java Runtime Environment (JRE) for running Java
designs.

Systemn

Templates

[
| VOlumes
(L-"

= o
2= Partitions
e

Resource Navigate to Resource Groups—Properties
Groups

G Printers

Figure 8-1 Navigating to resource group properties
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Allocating Factories for a resource group

Valid values for Max factory property range from 1 to twice the number of
processors on your machine. When setting this property, consider the Factories
allocated for other resource groups. Also, consider using FactoryldleTimeout to
make unused Factories available. Increasing the number of Factories impacts
performance. Setting the value to 0 disables the resource group for the server. By
default, iHub allocates one Factory process to each default resource group during
installation.

Limiting Java Factories for a resource group

A Factory process assigned to a resource group stays idle until iHub routes a job
to the resource group. If there are no idle Factory processes for the resource
group, a new Factory process starts when a job arrives. Using the Min factories
property, you can optimize performance by preventing iHub from starting
excessive Java Factories to run BIRT designs.

How to change properties of aresource group

1 From the advanced view of Configuration Console, choose Resource Groups.
Figure 8-2 shows the default resource groups that iHub creates at installation.

2 Point to the arrow next to the resource group name, for example Default BIRT
Factory, and choose Properties, as shown in Figure 8-3.

Properties—General appears, as shown in Figure 8-4.

Default resource groups

Resource Groups

Add Resource/Group

Default BIRT 360 Enabled Default resource group for BIRT 360 Dashhoard. View =All=
Ciefault BIET Data Anakzer Enabled Defaultresource group for BIRT Data Analyzer  Wiew  =All=
Cefault BIRT Factory Enahled Defaultresource group for BIRT Factory jobs Async =All= 0-1000
Default BIRT Online Enabled Default resource group for BIRT reparts View  =All=
Default BIRT Studio Enabled Default resource group for BIRT Studio Wiew  <All=
Figure 8-2 System Resource Groups lists resource groups

Fesource Groups

Add Resource Group |

Ciefault BIRT 360 Enabled Default resource group for BIRT 360 Dashboard. View =All=
Cefault BIRT Data Anakzer Enabled Default resource group for BIRT Data Anahzer  YWiew =All=
Default BIRT Factary Enabled Default resource group for BIRT Factory jobs Asyne =All= 0-1000

| Properies — |Enanled Defautt resource group for BIRT reports View  =All=
o

Enabled Default resource group for BIRT Studio. View =All=

Celete

Figure 8-3 Changing resource group properties
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Mame: Default BIRT Factory

Disahled: r

Description: Default resource group for BIRT Factary jobs
Type: Async

Repart Type: JavaRepaort
Wolume: =All=

Work unit bype: IBIRTFactUW 'l

Start Arguments: |—><mx51 2M S MaxPermSize=256m -X<-UsePerData -Dj:

Priarity Min[o | Max[T000 | Appears only when
report type is Async

() These fields will take defaultwalue if left hlank

ﬂl Cancel | Apply

Figure 8-4 General properties of Default Java Async resource group

On General, you can perform the following tasks:

Select Disabled to prevent iHub from running jobs sent to this resource
group.
All Encyclopedia volumes use the Factories of a default resource group.

For a resource group that the administrator creates, select <All>, or select a
particular volume to use this resource group.

For a resource group whose report type is JavaReport, such as Default BIRT
Online and Default BIRT Factory, Start Arguments appears. In Start
Arguments, accept the default start arguments or change them to suit your
Java Runtime Environment.

For an Async resource group, change the minimum and maximum job
priority ranges. Valid values are 0-1,000, where 1,000 is the highest priority.

The minimum must be less than the maximum.

On Properties, choose Template Assignments.

Template Assignments, shown in Figure 8-5, lists the properties and names of
the nodes belonging to the resource group that starts the Factory service.

Eesource Groups = Default BIRT Factory . Properties

Template Assignments
Template Name Activate Max factories Min factories Start Arguments
urup Ird I = I = |

*These fields are required and cannot be left blank

Figure 8-5 Resource group server assignments
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4 On Template Assignments, you can perform the following tasks:

Select Activate to make that server a member of the resource group so it
can use the resource group’s Factory processes.

Select the maximum number of Factory processes to assign to the resource
group. For a resource group having a report type of JavaReport, type the
minimum number of Factory processes also.

For a resource group having a report type of JavaReport, enter start
arguments for the Java Runtime Environment.

Restart the cluster node or master, or the stand-alone server if you change the file
types or start arguments. You can enable or disable resource groups, change
activation status, or change the number of Factory processes in a resource group
without restarting iHub.

Setting start arguments for the JRE

The Default BIRT Factory resource group has the following start arguments by
default:

Heap limit option

Specifies the amount of heap the Java process can use. Too large a heap can
slow garbage collection because there is more heap to scan. This property
affects Java view server memory usage. Actuate sets this option to
-Xmx512M to accommodate generating typical BIRT documents. For
example, -Xmx256m specifies that the Java process can use 512 MB of heap.

MaxPermSize

PermSize is additional heap space, separate from the space the Heap limit
option specifies. The heap space that PermSize specifies holds reflective
data for the JVM, such as class and method objects. By specifying
MaxPermSize without also specifying PermSize, heap size does not
increase unless an application needs more heap.

Headless graphics option

Includes the Java graphics environment in lieu of a native graphics
environment when set to true. For example, -Djava.awt.headless=true
specifies including the Java graphics environment.

Protocol library specification

For example, Djava.protocol.handler.pkgs=com.actuate javaserver.protocol
specifies the package name in which the Actuate protocol handler class can
be found.

Java server entry point specification

For example, com.actuate.javaserver.Server specifies the Java server main
class.
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You can change the start arguments for a Java resource group, as shown in

Figure 8-6.
General

MName: Default BIRT Factary
Dizabled: r
Description: Diefault resource group for BIRT Factory jobs
Type: AsYNC
Repart Type: JavaRepart
vaolume: =All=
warkunittype:  |BIRT Factary |
Start Arguments: [-Hmwa1 2M -6¢MaxPermSize=256m -Djava.awt headless= ———Appears only when report
Piati o ID—! vax 1000 type is JavaReport

(I These fields will take defaultvalue if left hlank

Figure 8-6 General properties of the Default BIRT Factory resource group

Adding a resource group

You create new resource groups using Configuration Console. From the
Advanced view, select Resource Groups, then choose Add Resource Group. First
you set general properties in Resource Groups—New Resource Group—General.

You can specify the following properties on Resource Groups—New Resource
Group—General:

The name of the resource group.
Whether to enable or disable the resource group.
A description of the resource group.

The type of job that a resource group supports. The types of jobs from which to
choose are asynchronous, synchronous, and view.

The Encyclopedia volumes that can use the resource group’s Factory
processes.

Start arguments for the JRE.

Work unit type. The property specifies the type of processing this resource
group can perform. For example, generating a BIRT document
asynchronously requires the BIRT Factory work unit type. Generating a BIRT
document immediately requires the BIRT Online work unit type.
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m The job priority range for an asynchronous resource group.

The synchronous process executes designs as soon as possible and cannot
assign priority to a job. If you set the type to Sync or View, iHub does not

display Priority.

Figure 8-7 and Figure 8-8 contrast the differences between the general properties
of an asynchronous resource group that processes Java reports and the general
properties of a synchronous or view type resource group that processes Java

reports.

Eesource Groups = New Resource Group

Sync, Async, or View

General
Marme: |Custnmresnurce group for Java report types
Disabled: Ird
Description: [
Type: m
Report Type: lm
Wolume: |<AII> j

‘Work unit type: BIRT Factory 'l

Friarity: mmID 1 Mz |1000 1

Start Arguments: |-><mx51 2M - MaxPermSize=256m -Djava.awt headless=

Java report

*These fields are required and cannot be left hlank
(I These fields will take defaultvalue if left hlank

Appears only when type
is Async

Figure 8-7 New Async resource group for Java reports

Resource Groups > Mew Resource Group

General
Mame: |Custum BIRT report on quarterly sales
Dizabled: ~
Description: |
Type: lﬁ
Repart Type: lm
yolume: [ == |
Wark unittype: | BIRT Online |

Start Arguments: |-><mx51 2M -} MaxPermBSize=2496m -Djava.awt headless=

*These fields are required and cannot be left hlank
(1) These fields will take defaultvalue if [eft blank

—— Appears only when report
type is JavaReport

Figure 8-8 View resource group for Java reports
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In Template Assignments, you set properties for a new resource group in the
same way as when you change properties for an existing resource group.

How to add a resource group

1 From the Advanced view of Configuration Console, choose System Resource
Groups.

2 On Resource groups, choose Add resource group.

Resource Groups—New Resource Group—General appears, as shown in
Figure 8-9.

Fesource Groups = MNew Resource Group

General

Mame: | *
Disahled: Ird

Description: |

Type: Iﬁ

Repart Type: Im

Yolume: |=AII= |

Wiark unit type: IBIRTOnIine 'l

Start Arguments: |—><mx51 2h M axPerm Size=256m -Djava.awt headless=

*These fields are reguired and cannot be left blank
(I These fields will take default value if left blank

Figure 8-9 Adding a synchronous resource group
3 Supply the following parameter values:

m  Type a name for the resource group. Choose the name carefully because
you cannot change it later.

m  Deselect the Disabled option, so that cluster nodes assigned to the resource
group can run jobs that users send to the group. The default status of a new
resource group is Disabled.

m  Type a description of the resource group.

m  Select the type of resource group Async, Sync, or View. You cannot change
the type later.

m To specify that all Encyclopedia volumes can use the Factories of the
resource group, select All. Alternatively, select the name of the
Encyclopedia volume that can use the Factory processes.

m  Select a work unit type.

m  Modify Start Arguments if necessary.
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= Type a minimum and maximum priority for jobs sent to an asynchronous
resource group.

Choose OK.
4 On Resource Groups, choose the resource group you just created.
On Properties, choose Template Assignments.

5 In Template Assignments, change the following settings, as shown in
Figure 8-10:

m  Select Activate to make that server a member of the resource group so it
can use the resource group’s Factory processes.

m  Select the maximum number of Factory processes to assign to the resource
group.

m For resource groups that support Java reports, type the minimum number
of Factory processes.

m Specify Start Arguments to optimize performance.

Eesource Groups = MNew Resource Group

Template Assignments

Template Name Activate Max factories Minfactories  Start Arguments

urup 1z I * I * |

*These fields are required and cannot be left hlank

Figure 8-10 Making server assignments to the new resource group
Choose OK.

6 Restart the cluster node or stand-alone server.

Using a resource group

A user can specify a resource group in a job schedule to assign priority to a job. To
specify a resource group to handle a job, specify the group as described in this
section.

Selecting aresource group for ajob

Log in to Management Console and choose Files and Folders. Next, point to the
arrow next to the name of a design and choose Schedule. On Schedule—Schedule,
select a resource group from Resource Group, as shown in Figure 8-11.

140 Configuring BIRT iHub



corp = Home = administrator = MyCustomers (RFTOESIGM) (Wersion 1) - Schedule

I

Schedule

Job name [mycustamers *
TimeZone: [americaias_sngeles ~|
Run job: & Right now
€ once date | il tirme | (Midivyyy homm )
 Recurring: |Evenfday j Umel (hmm a)
€ Advanced Edit Schedule
™ ‘Waitfor event: IF\Ie Event =| Ewentname I
Priatity: © Low(200) € Medium (500) ¢ High(800) % Other ¢t - 1000y [1oo0 o) Prioritizes the job
Resource Group: =] Available resource

roups
Executable version: [Default BIRT Factory 9 P

H
l Customers.rptdesign

& always use version IW of MyCustormers.rotdesign

Retry failed jobs: @& Use valume default

= Retry l_t\mes‘wait l_ hours l_ minutes hetween attempis

Do not retry

(1) This job will use the lover priofity of this setting and the one assigned to you in your user profile.

JoK] _cancel |

Figure 8-11 Specifying a resource group for a job

Prioritizing a job
You specify the priority that the Factory process gives a job when you create a

resource group. iHub tries to match the priority setting in a resource group with
the priority setting in the job schedule. The following conditions can occur:

m If no match is found, the job stays in a pending state until you change the
priority specifications in the resource group.

m If the only available resource group is disabled, iHub sets the job to pending
until you enable an asynchronous resource group for the Encyclopedia
volume.

m If multiple resource groups have the same job priority settings and an

available Factory process, iHub chooses a resource group that best balances
the load.

About Factory and View service requirements

After you create a custom resource group for a cluster, you need to understand
the Factory and View service requirements for nodes assigned to the resource

group. It is also important to consider the effect that using resource groups has on
performance.
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You must enable only the View service on iHub to fulfill requests to view
persistent documents. Persistent documents are documents that are saved on a
volume. You must enable both the View and Factory services on iHub to fulfill all
other requests to generate and view documents.

Managing loads with resource groups

You need to understand and avoid the following problems that can affect
performance:

m  Unequal loads

In a cluster, iHub uses load-balancing mechanisms to distribute jobs among
the cluster nodes. The load-balancing mechanisms attempt to maximize
performance. Creating custom resource groups can restrict the capability to
maximize performance and adversely affect the document-generation
performance of a cluster.

m  Configuration problems

If a cluster node is a member of a resource group that is not configured to run
all the executable design file types, designs can fail. For example, if a design
requires access to a database, and the database driver is not installed on a
node, the design fails when that node attempts to run the design.

Understanding the Java View service

The Java View service is capable of handling multiple on-demand design
execution and document viewing requests concurrently. By default, the service
can handle 10 requests concurrently and can queue up to 1,000 requests.

Initially, configure a Java View resource group for a two-CPU system, to use just a
few factories, and then tune the system under load.

Stopping a resource group

Stop a resource group from running jobs by performing one of the following
actions:

m Disabling the resource group

m Setting the resource group’s maximum number of Factory processes to 0 for all
nodes that belong to the resource group

= Removing active membership of nodes

Disabling an asynchronous resource group is the same as setting the maximum
number of Factory processes to 0. If all resource groups are disabled, jobs sent to
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the disabled asynchronous resource groups go into a pending state until a
resource group becomes available.

If you disable a synchronous resource group, it processes jobs that are currently
being executed and those that are waiting. If you set the maximum number of
Factory processes to 0 on any of the nodes, jobs wait to be executed until they
time out.

Removing all active memberships from a resource group is the same as setting the
maximum number of Factory processes to 0 on all nodes in a cluster.

If you remove a resource group from an Encyclopedia volume, you must assign a
resource group with available Factory processes to the Encyclopedia volume.
Otherwise, you cannot run a job. For example, if you change a resource group
Encyclopedia volume assignment from volumel to volume2, you must ensure
that another resource group can handle the jobs volume users create in volumel.
If you remove an Encyclopedia volume assigned to a resource group, iHub
changes the Encyclopedia volume’s resource group assignment to All volumes
and disables the resource group.

Deleting a resource group

Delete a resource group by pointing to the arrow next to the resource group and
choosing Delete, as shown in Figure 8-12.

Fesource Groups

Add Resource Group |

Accounting Async Enabled Accounting docurments you can generate asynchronously Async
s Enahled Defaultresource group for BIRT 360 Dashhoard. Wiew

Enabled Default resource group for BIRT Data Analyzer Wiew
Enah\ed Default resource group for BIRT Factory jobs ASYNE
Default BIRT Cnline Enabled Default resource group for BIRT reports Wiew
Default BIRT Studio Enabled Default resource group for BIRT Studio. Wiew

Figure 8-12 Deleting a resource group

Deleting a resource group produces the following results, depending on the state
of related jobs:

m Ifajobis already running on a Factory assigned to a resource group that you
delete, the job completes.

m If a scheduled job is assigned to a deleted resource group, the job either fails
when iHub runs the job, or it remains in a pending state, depending on the job
status at the time of deletion.

You can delete a pending job on Jobs—Pending.
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m If an unscheduled job is assigned to the deleted resource group, the job fails
when iHub runs the job.
If a job is running on a Factory assigned to a resource group that you delete,
the job completes.

Using resource groups programmatically

Developers can write applications using resource groups with Actuate
Information Delivery API (IDAPI). Using IDAPI, you can:

= Send a job directly to a resource group, bypassing the priority settings for
asynchronous jobs and the Encyclopedia volume settings for synchronous
jobs.

m  Change the resource group configuration. For example, you can enable or
disable resource group membership or change the number of Factory
processes in a resource group.

Using IDAPI to direct jobs to a specific resource group bypasses the cluster’s
load-balancing mechanisms. As a result, applications that use IDAPI to run
designs can adversely affect the performance of the cluster.
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Clustering

This chapter contains the following topics:

About a cluster configuration

About distributing services to a cluster
About the configuration home directory
About the primary configuration files
Creating a cluster

Adding and modifying server templates
Adding a node to a cluster

Starting and stopping a node

Removing a node from a cluster
Managing a cluster

Handling file system failure
Configuring the cluster administrator e-mail account

Managing console configurations and load balancing
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About a cluster configuration

In the simplest configuration, an iHub cluster consists of two iHub nodes. A node
is a single machine in a cluster. You can add nodes to a cluster to scale iHub
System to your requirements. You install iHub on each node in a cluster. The node
gets its configuration from a template in acserverconfig.xml, which is located in a
shared configuration home directory. After the node is configured, it joins the
cluster.

Figure 9-1 shows the relationships between a cluster and its Encyclopedia
volumes, application servers, and database servers.

Application Application | | Application servers and
server server Information Console
|
Router ——  Optional hardware router
Server cluster

Load
balancing ' .

Server Server | ————— Cluster Node and Configuration

and Management Consoles
_______ — — —  — —
iHub nodes | I |
Server Server Server

[ ——

Server Server
Encyclopedia =N
volumes

N Application databases

Figure 9-1 An iHub cluster

In this example, the cluster uses a network router to create a single virtual IP
address to distribute the load-balancing requests that come into two nodes. The
Actuate Information, Configuration, and Management Consoles support
distributing requests to multiple machines, which handle load balancing in the
cluster. Figure 9-1 shows the following cluster sections:
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m In the load-balancing section, the requests are routed to a node that performs
load balancing.

m In the nodes section, iHub generates documents and delivers them to clients
for viewing.

= In the Encyclopedia volumes section, iHub running on multiple machines
maintains Encyclopedia volume management information and controls access
to the volumes. The volumes can be on machines that are not running iHub
but are accessible to a machine. A node shares all volumes.

In Figure 9-1, separate machines handle separate functions. You can combine
these functions on one machine.

About distributing services to a cluster

You can control the configuration of a cluster and each node in a cluster,
including:

m iHub services and settings

m Services and settings for a cluster node

m  Cluster membership

You can enable one or more services in each server template.

In a cluster, you can use templates to configure the nodes instantiated in an iHub
System, as shown in Figure 9-2. Each node is a computer running iHub,
configured through the template definitions stored in acserverconfig.xml, which
is accessible by all nodes through a shared directory. The following letters
represent the available services in Figure 9-2:

m M is the Message Distribution service.
m Vs the View service.

m Fis the Factory service.

m lis the Integration service.

m Cis the Caching service.
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Internet

Server Server Server [ Application servers
and

| | Information Console

Optional Router Configuration and
hardware router Management Consoles
iHub cluster
M VvV F | C M V F | C
M V F | C M vV F | C
Network
MV F I C M IV IE [ID C
EV 1 EV 2 EV 3
Figure 9-2 An iHub cluster configuration

A letter in a gray box represents an enabled service. The other letters represent
disabled services. When you enable or disable a service in a template, the cluster
nodes that use different templates can have different functionality.

Two nodes have the Message Distribution service enabled in the cluster in the
preceding example. In the example, the two machines share one virtual IP
address to communicate with the router.

Information Console or iHub perform load balancing independent of
load-balancing capabilities in the router. All requests to the iHub cluster go to one
of the two redirector nodes, which are the nodes with the Message Distribution
service enabled. The redirector nodes dispatch the requests to other nodes in the
cluster based on message type and cluster load.
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The configuration file, acserverconfig.xml, located in a shared location provides
centralized management of the cluster configuration through the use of server
templates and other parameters. A server template is a set of parameters that
specifies the configuration properties of a node or set of nodes.

The acpmdconfig.xml file for each node, located in the AC_SERVER_HOME/ etc
directory on the node machine, has its <AC_CONFIG_HOME> element set to
point to the location for the shared acserverconfig.xml file. The
<AC_TEMPLATE_NAME-> element specifies which template the node uses.

One or more nodes in the cluster manage request message routing. The Message
Distribution service uses HTTP to communicate between nodes in a cluster. An
iHub cluster supports multicast network communication.

About the configuration home directory

The configuration home directory is the directory that holds the configuration
file, acserverconfig.xml, and the licensing file, acserverlicense.xml.

The acserverconfig.xml file contains the information for connecting to
Encyclopedia volumes and printers, message distribution state, configuration
settings for Factory, View, Integration, and Caching services, the location of
partitions, and licensing and open security information.

In a cluster, acserverconfig.xml plays a central role in the operation of cluster
nodes. The file includes server templates for various server roles with each
template containing configuration information for connecting to Encyclopedia
volumes, printers, and services for all the nodes in the cluster. When a node joins
a cluster, it first configures itself using its template in the acserverconfig.xml file
located in the shared directory.

The acserverconfig.xml file is located by default in AC_DATA_HOME/ config
/iHub2. This directory is referred to as the configuration home directory. Make
the configuration home directory sharable to allow cluster nodes access to this
file. To specify the location of this directory for each node, modify the value of the
<AC_CONFIG_HOME-> element located in acpmdconfig.xml, which by default
is located in AC_SERVER_HOME/ etc of the node.

How to change the location of the configuration home directory

To change the location of the configuration home directory containing
acserverconfig.xml and acserverlicense.xml, perform the following tasks:

1 Shut down all cluster nodes.

2 Stop the Actuate BIRT iHub service on each node.
3 Back up the configuration home directory.
4

Move the configuration folder to the new destination.
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Share the configuration folder.

For every node dependent on this configuration home directory, update the
<AC_CONFIG_HOME-> element located in the node’s acpmdconfig.xml file.

7 Start Actuate BIRT iHub service for each node.

About the primary configuration files
There are two main configuration files:

=  acpmdconfig.xml
Located by default in AC_SERVER_HOME/etc

m acserverconfig.xml
Located by default in AC_DATA_HOME/ config/iHub2

In a cloud configuration, server templates give cloud the flexibility to change
configurations at the launch time. Acpmdconfig.xml contains the configurations
that are node specific. When the Process Management Daemon (PMD) starts up,
it reads these configurations first and exposes them to the process environment
variable list.

The acserverconfig.xml file contains other cluster and node configuration
parameters, which specify the host names, port numbers, volume names, and
server templates to be used by the nodes. The following sections elaborate on
these configuration files.

About acpmdconfig.xml

Acpmdconfig.xml sets the environment variables at the operating system level.
The administrator can specify the node configuration settings in
acpmdconfig.xml. Alternatively, the administrator can set the necessary
environment variables in setsrvrenv and run this script before restarting an
instance.

Using acpmdconfig.xml, set <AC_CONFIG_HOME> to the directory that
contains acserverconfig.xml and acserverlicense.xml. Modify the
<AC_TEMPLATE_NAME> element to specify which template this iHub uses.

When creating an image for a set of machines, create a template name, such as
SharedTemplate, in acserverconfig.xml. In acpmdconfig.xml, set
<AC_TEMPLATE_NAME >to the template name. The administrator can create
different templates that use different images for machines with varying
computing capacities and resources. Listing 9-1 shows acpmdconfig.xml for a
machine named urup, a node containing the configuration home directory.
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Listing 9-1 The acpmdconfig.xml file

<PMDConfig>
<!--Actuate system Type -->
<System>Cluster</System>
<Modes>Default</Mode>
<PMDConfigFileVersion>2</PMDConfigFileVersion>
<!--Daemon SOAP endpoint information -->
<DaemonSOAPPort>8100</DaemonSOAPPort >
<!-- Disk Thresholds are in MB -->
<MinDiskThreshold>100</MinDiskThreshold>
<LowDiskThreshold>300</LowDiskThreshold>
<!--Server information -->
<Server>
<Startup>Auto</Startup>
<AC_TEMPLATE_NAME>urup</AC_TEMPLATE_NAME>
<AC_DATA HOME>C:\Actuate\iHub\data</AC_DATA HOME>
<AC_CONFIG_HOME>C:\Actuate\iHub\data\config\iHub2
</AC_CONFIG HOME>
<AC_JRE_HOME>C:\Program Files (x86)\Common Files\Actuate
\22.0\JDK160\jre</AC_JRE_HOME>
<AC JRE64 HOME>C:\Program Files (x86)\Common Files\Actuate
\22.0\JDK160_64\jre</AC_JRE64 HOME>
<AC_JAVA HOME>C:\Program Files (x86)\Common Files\Actuate
\22.0\JDK160</AC_JAVA_HOME>
<AC ODBC HOME>C:\Program Files (x86)\Common Files\Actuate
\22.0\odbc</AC_ODBC_HOME>
<AC_SERVER_IP ADDRESS>urup</AC_SERVER IP ADDRESS>
<AC_SOAP DISPATCH ADDRESS>urup</AC_SOAP DISPATCH ADDRESS>
<AC_DOC_BASE>http://www.actuate.com/documentation/ihub2
</AC_DOC_BASE>
<AC_ICU DATA>C:\Program Files (x86)\Actuate\iHub2\bin
</AC_ICU DATA>
</Servers>
<!-- Servlet Container information -->
<ServletContainer>
<Startup>Auto</Startup>
<JavaOpts
Args="-Xmsl28m -Xmx512m -XX:MaxPermSize=128m"/>
</ServletContainers
</PMDConfig>

Use this configuration file to set the environment variables at the operating
system level. Table 9-1 shows the configuration setting in acpomdconfig.xml.
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Table 9-1 acpmdconfig.xml node-specific configuration settings

Configuration name Description

AC_TEMPLATE_NAME Template name

AC_DATA_HOME Location of data directory

AC_CONFIG_HOME Location of acserverconfig.xml and the
license file

AC_JRE_HOME Location of Java run-time environment
(RE)

AC_JRE64_HOME Location of 64-bit Java run-time
environment (JRE)

AC_ODBC_HOME Location of ODBC resources

AC_SERVER_IP_ADDRESS iHub IP address

AC_SOAP_DISPATCH_ADDRESS  iHub dispatcher IP address

AC_ICU_DATA Location of ICU library

About acserverconfig.xml

This configuration file can specify one or more templates to provide flexibility
when instantiating iHub nodes in an environment where machines have varying
resources. Acserverconfig.xml provides access to the following elements:

m System

m FileSystems

m MetadataDatabases

m  Schemas

= Volumes

m Templates

m  Resource groups

m  Printers

m  ServerList

When starting a cluster, the acserverconfig.xml file must be in a shared directory.

Listing 9-2 The acserverconfig.xml file

<Config>
<System
ClusterID=" 4 fffefdfc ce4fdb2c_edc"
SystemName="corp"
DefaultLocale="en US"
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DefaultEncoding="windows-1252"
ConfigFileVersion="13"
EncyclopediaOwnerID=" 6 fffefdfc ce4fdb2c e4c"
SystemDefaultVolume="corp"
ClusterDatabaseSchema="ac_corp system"
DefaultCLocaleOnWindows="true"
EncyclopediaVolumeServer="urup">
<UsageAndErrorLogging/>
<SMTPServers/>

</System>

<Templatess>
<Template

Name="urup"
PMDPort="8100"
ActuateBuild="220A130126"
ActuateVersion="2"
ServerSOAPPort="11100"
AppContainerPort="8900"

</Template>
<Template

</Template>
</Templates>
</Config>

Creating a cluster

To create a cluster, the administrator first installs a stand-alone iHub or uses an
existing installation. Next, the administrator shares the configuration home
directory, so other servers joining the cluster can access it. Then, the administrator
adds new nodes to form the cluster.

There are two methods of adding a new node to the cluster:
m  Through the use of the configuration file, acpmdconfig.xml

m  Through the installation wizard, when performing a custom cluster-node
installation

Every cluster node must have network access to the following directory and
resources to join the cluster:

m The shared configuration home directory

m Cluster resources, such as printers, database systems, disk storage systems,
and Encyclopedia volume directories
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The administrator can configure nodes, using server templates, to run different
services and to process different types of requests. Important factors to consider
when configuring nodes include processing power and access to hardware and
software resources, such as printers and database drivers.

From the configuration console the administrator can add resources, such as
partitions, Encyclopedia volumes, and resource groups to the cluster.

Creating an initial cluster

1 Install two stand-alone iHubs. In this example, the server names are urup and
kozu.

2 On urup, share the following folders so that they are available to other servers:
= \config\iHub2
= \encyc

3 If urup and kozu are both Windows machines, turn off the Windows firewall
on both urup and kozu.

4 Confirm that urup and kozu can access each other on the network. In a
command prompt on each computer, type the ping command followed by the
IP address or host name of the other computer. Verify that the receiving
computer replies to the sending computer.

5 Shut down urup and kozu by performing the following tasks on each
machine:

1 Log in to Configuration Console.

2 On the simple view, choose Stop system, as shown in Figure 9-3.

Log Qut

Version information

Actuate IHub System version: 2

License information Show license Update license | o

System "corp” is currently online. Stop system |

Figure 9-3 Stopping the system

6 Ina Windows environment, using Administrative Tools—Services, stop the
Actuate BIRT iHub services for urup and kozu on each server machine.
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7 On urup, make a backup of acserverconfig.xml, then open it and perform the
following tasks:

1

6

Locate the <ServerFileSystemSettings> element under the <Template>
element.

Under <ServerFileSystemSettings>, locate:

<ServerFileSystemSetting
Name="DefaultPartition"
Path="$AC DATA HOMES/encyc"/>

Using Universal Naming Convention (UNC) format, change the value of
the Path attribute to specify the location of DefaultPartition.
DefaultPartition contains the Encyclopedia data files. By default, the
DefaultPartition path is:

AC_DATA HOME\encyc
To specify this path using UNC format, type:
\\urup\encyc

Locate the <ConnectionProperties> element under the
<MetadataDatabase> element.

Under <ConnectionProperties> locate:

<ConnectionProperty
Name="server"
Value="localhost"/>

Change Value from localhost to the name of the machine on which the
volume resides, in this example “urup”. For urup, the volume is located on
localhost, but in a cluster setting the administrator must use the machine
name, since it is not on a localhost from the reference point of the other
nodes.

Save acserverconfig.xml file.

On kozu, open acpmdconfig.xml located in AC_SERVER_HOME/etc and

perform the following tasks:

1

Change <AC_CONFIG_HOME:> to point to the path specified by
<AC_CONFIG_HOME-> in acpmdconfig.xml on urup. For example, if
<AC_CONFIG_HOME-> on urup is set to AC_DATA_HOME\config
\iHub2, type \\urup\iHub?2 as the value for <AC_CONFIG_HOME> on
kozu.

Change <AC_TEMPLATE_NAME-> to the name specified by
<AC_TEMPLATE_NAME> on urup.

9 Save the modified acpmdconfig.xml file.

10 Start the Actuate BIRT iHub service for urup.
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11 After urup starts, start the Actuate BIRT iHub service for kozu.
12 Log in to Configuration Console for either node.

13 Choose Advanced view.

14 In Advanced view, select Servers from the side menu.

Servers displays the nodes, urup and kozu. Both servers are using the urup
template, as shown in Figure 9-4.

Servers

System
Start Mew Server |

2 koru urp OMLIMNE M F % C | Windows 7 Professional 6.1 Serice Pack 1
Server 0 urp urup OMLIMNE M F W G | Windows 7 Professional 6.1 Service Pack 1
Configuration Legend
Templates o

M Message Distribution Senice  F Factary Service ¥ View Service
Volumes C Caching Service I Integration Service

¥ Changes pending require server restart to take effect
Partitions
Check CPL Caore Count

Resource
¥ Groups

Printers

Figure 9-4 A two-node cluster

When adding a node to an already existing cluster, it is not necessary to shut
down the cluster before adding the new node.

Configuring heartbeat messaging

Nodes in a cluster use heartbeat messaging to monitor the status of the other
nodes in the cluster. On System—Properties, the administrator configures System
Heartbeat, as shown in Figure 9-5.

Systern . Properties

General

Systern narme |mrp @

Systemn password: |uuuu

Systermn password confirm: |---uu.

System Heartbheat:

Heartheat send period: |30 sec!@

Heartbeat failure periad: |QD sec |8
Figure 9-5 Configuring System Heartbeat
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System Heartbeat consists of properties for measuring messaging frequency.
System Heartbeat properties are:

m Heartbeat send period

The interval to send a heartbeat message, typically 3040 seconds. Change this

property to increase or decrease the number of heartbeat messages.

m Heartbeat failure period

The period in which the cluster nodes determine that another node is within
the heartbeat failure period, typically 90-100 seconds. If the monitoring nodes
do not receive a response within this period, the monitored node is assumed

to be down.

Configuring Message Distribution service properties

In BIRT iHub, the administrator configures the Message Distribution service fo
server template rather than for an individual node.
How to configure the Message Distribution service for a server template

To configure the Message Distribution service (MDS) for a particular template,
perform the following tasks:

1 Log on to Configuration Console on urup, and choose Advanced view.

2 From the side menu, choose Server Configuration Templates. Select the
template for which you want to configure the Message Distribution service,
shown in Figure 9-6.

Server Configuration Templates

System

=

urup koz
urup
Server
=[] Configuration
Templates

[
| Volumes
l‘!"

B e
‘ Partitions
—

1!1' w Resource
£J ¥ Groups

@ Printers

Figure 9-6 Server templates

ra

as

3 In Advanced, expand the Message Distribution Service folder and the Process

Management folder, as shown in Figure 9-7.
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Server Configuration Templates = urup © Settings
System

Diagnostic logging settings Chanie
‘Ei Sernvers
Server Properties settings Printabile Surmmary

Configuration -
Templates =3 Factory Senice

[ Message Distribution Service
—

(_!' Yolumes [ Process Management
= B comrunication
ﬁé"} Partitions %M

_—

B Enable sorvice

gl Resource
L

29 Yiewing Service

Groups
23 Integration Service
= printers =1 Caching Senice
9 NetQS] File Types (Add)
= Filetype driver information ( Add )
3 iHub
Figure 9-7 Message Distribution Service

4 In Message Distribution Service—Process Management—Communication, as
shown in Figure 9-8, accept or set the value for the Message Distribution
service port.

& =
Servers = urup : Properties = Messane Distribution Service = Process Management = Communication 1=
Communication
Port for the Message distribution service endpaint: 2000 1

E13Z These fields require server restart to take effect
(I These fields will take default value if left blank

ﬂl Cancel ;I

Figure 9-8 Setting communication properties

5 In Message Distribution Service—Enable service, enable or disable the
Message Distribution service by selecting or deselecting Enable request
service, as shown in Figure 9-9.
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£ =10 x|
Servers = urup : Properties = Message Distribution Service = Enahle service =
Enable service
Enable Message Distribution service: 74
%l Cancel LI
Figure 9-9 Enabling and disabling the Message Distribution service

6 In Message Distribution Service—Process Management—Requests, accept or
set the value for the total number of concurrent requests processed by iHub
through the Message Distribution service, 